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Salient object detection (SOD) remains an important task in com-
puter vision, with applications ranging from image segmentation to au-
tonomous driving. Fully convolutional network-based methods have
made remarkable progress in visual saliency detection over the last
few decades. However, these methods have limitations in accurately
detecting salient objects, particularly in challenging scenes with multi-
ple objects, small objects, or objects with low resolutions. To address
this issue, we proposed a Saliency Fusion Attention U-Net (SalFAU-
Net) model, which incorporates an saliency fusion module into each
decoder block of the attention U-net model to generate saliency prob-
ability maps from each decoder block. SalFAU-Net employs an atten-
tion mechanism to selectively focus on the most informative regions
of an image and suppress nonsalient regions. We train SalFAU-Net on
the DUTS dataset using a binary cross-entropy loss function. We con-
ducted experiments on six popular SOD evaluation datasets to evalu-
ate the effectiveness of the proposed method. The experimental results
demonstrate that our method, SalFAU-Net, achieves competitive per-
formance compared to other methods in terms of mean absolute error,

F-measure, S-measure, and E-measure.
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[. INTRODUCTION

Salient object detection (SOD), also referred to as
visual saliency detection, is detecting the most notice-
able, unique, and visually distinct objects or regions in
a scene that attract the human eye [3]. The human visual
perception system has an exceptional ability to rapidly
recognize and focus its attention toward visually unique
and prominent objects or regions within scenes [37]. This
innate capability has captivated the interest of many re-
searchers in the field of computer vision, where the aim
is to simulate this process based on the psychological and
biological properties of the human visual attention sys-
tem. The goal is to identify prominent objects in images
and videos that hold significant importance and valuable
information.

Given the diverse applications of SOD in various
domains of computer vision, it plays a crucial role as a
preprocessing step in tasks like image segmentation [1],
[7], [12], [31], object detection [4], [35], [33], image cap-
tioning [43], autonomous driving [29], and augmented
reality [8]. Numerous visual saliency detection methods
have been proposed. These methods aim to distinguish
the most unique foreground images from less signifi-
cant backgrounds. While traditional saliency detection
approaches rely on low-level heuristic visual features,
these methods often fail to detect salient objects in
challenging scenes. Recently, deep learning methods,
particularly convolutional neural networks (CNNs),
have exhibited exceptional efficacy across diverse
computer vision tasks, including saliency detection. In
contrast to traditional methods, CNN-based methods
have made remarkable advancements by harnessing
advanced semantic features [16].

Due to the significant impact of representative
features on algorithms performance, it is beneficial to
investigate models that leverage multilevel features and
contextual information to enhance saliency detection.
Furthermore, despite the introduction of end-to-end
models based on fully convolutional networks (FCNs),
there remains significance in incorporating and advanc-
ing conventional FCN models like U-Net [34] and its
variate for the task of saliency detection. One of the
variants of U-Net that is well known for its efficacy in
medical image segmentation is the Attention U-Net net-
work [28], which selectively focuses on relevant regions
of the input image by integrating attention mechanisms
into its architecture, which improves the model’s ability
to capture intricate patterns and important features.
The attention mechanism facilitates improved perfor-
mance in tasks such as image segmentation. Drawing
on its success in medical image segmentation, this study
explores the application of Attention U-Net for saliency
detection tasks. We added a saliency fusion module
(SFM) to each decoder block of the network. This
module allows us to generate saliency maps effectively,
which we then concatenate with each decoder’s side
output saliency map to get the final saliency map. The
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attention gate (AG) module in the proposed method
helps the model learn to focus on salient features with
varying sizes and shapes. In this way, SalFAU-Net has
the ability to suppress irrelevant regions from an input
image while emphasizing the features that are most
important for saliency detection. To summarize, the
main contributions of this paper are as follows:

(1) We proposed a Saliency Fusion Attention U-Net
(SalFAU-Net) for the task of visual saliency detection.

(2) SFM is added to each decoder block of the net-
work to generate a saliency map from each decoder, and
these saliency maps are concatenated together to ob-
tain the ultimate visual representation that highlights the
most important areas or objects in an image.

(3) We conducted experiments on six publicly avail-
able challenging SOD datasets, and the results demon-
strate the effectiveness of SalFAU-Net for the task of
visual saliency detection.

[I. RELATED WORKS

Generally, saliency detection methods can be classi-
fied into two categories. These are traditional methods
and deep learning-based methods. Traditional methods
are based on low-level heuristic visual features such as
contrast, location, and texture. Most of these methods
are unsupervised or semi-supervised. Examples of tra-
ditional saliency detection methods include those based
on local contrast [22], global contrast [44], background-
ness prior [45], center prior [42], objectness prior [20],
and others. These methods achieved good results in un-
complicated images or scenarios featuring solitary ob-
jects. Nonetheless, these methods failed to detect salient
objects that are in complex scenes, low resolutions, or
scenes with multiple salient objects. This limitation arises
from their reliance on low-level features, which prove in-
adequate for addressing the complexities introduced by
such challenging visual contexts.

Recently, deep learning-based methods, particularly
CNNs, have demonstrated remarkable performance
across diverse computer vision tasks, including image
classification [17], semantic image segmentation [24],
and object detection [41]. CNNs have the capability to
learn rich and hierarchical representations of input data
by extracting high-level semantic features. However, in
SOD, both low-level and high-level features are impor-
tant for developing good visual saliency detection mod-
els. The introduction of FCNs [25] has revolutionized
the approach to end-to-end pixel-level saliency detec-
tion. Initially designed for semantic segmentation, FCN
seamlessly combines the tasks of feature extraction and
pixel label prediction in a single network structure com-
posed of down-sampling and upsampling paths. Sub-
sequently, numerous FCN-based visual saliency detec-
tion models have been proposed, including deep contrast
learning (DCL) [19], aggregating multilevel convolu-
tional feature frameworks (Amulet) [46], recurrent fully

convolutional networks (RFCN) [39], and deep uncer-
tain convolutional features (UCF) [47]. These advance-
ments have notably enhanced the effectiveness of algo-
rithms designed for visual saliency detection. Nonethe-
less, exploring effective FCN-based models designed for
different purposes is still beneficial. U-Net is one of the
most widely used networks in medical image segmen-
tation [34]. Following the success of U-Net, numerous
network variations have been introduced for different
tasks. One exemplary variant of U-Net is the Attention
U-Net model, which is designed for pancreas image seg-
mentation, has shown impressive results in other tissue
and organ segmentation, benefiting from the AG mod-
ule to focus on relevant and variable size regions in an
image. Most FCN-based saliency models are based on
plain U-Net and have achieved remarkable performance
for saliency detection. In [32], Qin et al. proposed a two-
level nested U-structure by using a residual U-block
(RSU) as a backbone for visual saliency detection. Com-
pared to many other networks that use pretrained net-
works as backbones, U-2-Net’s RSU block increases ar-
chitecture depth without significantly increasing compu-
tational costs while achieving competitive performance.
In [14], Han et al. proposed a modified U-Net network
for saliency detection, utilizing an edged convolution
constraint. This variant effectively integrates features
from multiple layers, reducing information loss and en-
abling pixel-wise saliency map prediction rather than
patch-level prediction, which is common in CNN-based
models.

Although these methods based on plain U-Net
achieved remarkable performance for saliency detec-
tion, their performance can be boosted by incorporat-
ing different techniques into the encoder and decoder
blocks of their architecture. Recently, attention mech-
anisms have shown remarkable results across various
computer vision applications, encompassing saliency de-
tection. In [21], Li et al. proposed a U-shape network
with stacked layers incorporating channel-wise attention
to extract the most important channel features and ef-
fectively utilize these features by integrating a parallel
dilated convolution (PDC) module and a multilevel at-
tention cascaded feedback (MACF) module.

In order to recurrently translate and aggregate the
context features separately with various attenuation fac-
tors, Hu et al. [15] proposed a spatial attenuation con-
text module. After that, the module carefully learned
the weights to adaptively incorporate the collective con-
textual features. In [48], Zhang et al. proposed a novel
approach to visual saliency detection that leverages at-
tention mechanisms for refining saliency maps, incorpo-
rating bi-directional refinement for enhanced accuracy.
The introduction of bi-directional refinement highlights
the focus on comprehensive feature extraction and opti-
mization. In [49], Zhao and Wu applied spatial attention
(SA) and channel-wise attention (CA) to distinct aspects
of the model. Specifically, SA was employed for low-level
feature maps, while CA was incorporated into context-
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aware pyramid feature maps. This strategic approach
aims to direct the network’s focus toward the most rel-
evant features for the given sample. In [13], Gonget al.
proposed an enhanced U-Net model incorporating pyra-
mid feature attention, channel attention, and a pyramid
feature extraction module to improve the performance
of the U-Net backbone network.

In this research, we attempt to explore the applica-
tions of attention U-Net architecture in the realm of vi-
sual saliency detection. We added an SFM to each de-
coder of the network and concatenated their output to
obtain the final saliency map. The AG module in the pro-
posed method helps the model learn to focus on salient
features with varying sizes and shapes. Thus, SalFAU-
Net adeptly learns the capability to suppress irrelevant
or undesirable regions within an input image while high-
lighting the most crucial and salient features essential for
the task of saliency detection.

. METHODOLOGY

In this section, we provide a detailed description of
the architecture of our proposed method. This is fol-
lowed by the network supervision, the datasets and eval-
uation metrics used, and the implementation details.

A. Architecture of SalFAU-Net

The proposed SalFAU-Net for visual saliency detec-
tion in this paper mainly consists of four parts: (1) a
five-level encoder block, (2) a four-level decoder block,
(3) an AG module, and (4) an SFM. Figure 1 shows the
architecture of the proposed SalFAU-Net model. Com-
pared with the Attention U-Net model proposed for
pancreas image segmentation [28], we add an SFM to
each decoder of the architecture and finally concatenate
them together to obtain the final saliency map.

1) Encoder Block: Each encoder block consists of
two convolutional layers, each followed by a batch nor-
malization layer and ReLu activation function, which in-
creases the number of feature maps from 3 to 1024. Max
pooling with a stride of 2x2 is applied at the end of ev-
ery block except the last block for downsampling, reduc-
ing the image size from 288x288 to 18x 18. The encoder
block progressively reduces the spatial resolution of fea-
ture maps while increasing the number of channels, cap-
turing features at different scales.

2) Decoder Block: The decoder block is responsible
for upsampling and generating salient maps. It consists
of an up-sampling layer followed by two convolutional
layers, batch normalization, and ReLU activation func-
tion. The decoder block is connected to the AG block
through skip connections. Each decoder block reduces
the number of feature maps by two while increasing the
size of the spatial resolutions from 18x 18 to 288x288.
The goal is to recover spatial details lost during the
downsampling in the encoder, facilitating precise local-
ization and detection of salient objects.

3) AG Module: AGs have demonstrated remarkable
effectiveness in capturing crucial regions, diminishing
feature responses in irrelevant background areas, and
eliminating the need to crop a region of interest (ROI)
within an image. This is particularly important for the
task of visual saliency detection. The integration of AGs
into the conventional U-Net architecture enhances the
model’s ability to emphasize salient features transmitted
through skip connections. Given a skip connection fea-
ture F, € RE*MW where C is the number of channels,
and H and W are the height and width of F, we first ap-
ply a convolution layer, batch norm, and ReLu activation
function to obtain a key feature K, and let Q be the in-
put from the previous layer or the gating signal obtained
by applying a convolution layer followed by a batch
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Architecture of our proposed Saliency Fusion Attention U-Net (SalFAU-Net model).
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Figure 2. Diagram of the additive attention gate (AG) module.

normalization and relu activation to the input gate fea-
ture F4. The attention coefficient « is obtained by apply-
ing a relu function to the element-wise sum of Q and
K. The final attention coefficient value V is obtained by
feeding a convolution layer, batch normalization, and
sigmoid activation function to the attention coefficient
a.

Finally, the attention coefficient value V and the skip
connection feature map are multiplied element-wise to
produce the final AG output )25’0, which is calculated as
equation (3)

qu = ‘D(O'l(WqT X Qf + WkT x K + bk)) + by, (1)
o = o (qim (qf’ Ki; Oan)), (2)

io=d K. 3)

where 0(x;, ¢) = HW’% represents the sigmoid ac-
tivation function. Thus, AG is defined by a set of pa-
rameter set 0,,, which includes linear transformations
Wi € Rf<im W, e REFm @y e REnx! and bias terms
by € R,br € RPin_ The linear transformation can be
computed using channel-wise 1 x 1 convolutions for the
input tensors.

4) Saliency Fusion Module: The saliency map fusion
module serves as a pivotal component in generating
saliency probability maps. Similar to the methodology
in [32], our model undertakes a multistage approach.
Initially, it generates four-side output saliency proba-
bility maps, denoted as S(1)side, S(2)side> S(3)sige, and
S(4)side, originating from the respective stages decoderl,
decoder2, decoder3, and decoder4. This generation is fa-
cilitated by a 3 x 3 convolution layer, followed by a sig-
moid activation function. Subsequently, the convolution
outputs prior to sigmoid functions of these side-output
saliency maps are upsampled to have the same size as
the input image. The integration of these saliency maps
is accomplished through a concatenation operation, fol-
lowed by a 1 x 1 convolution layer and a sigmoid func-
tion. The result of this fusion process is the final saliency
map Spse (depicted in the bottom right of Fig. 1).

® Element-wise multiplication

Mathematically, the saliency probability maps at
each stage are generated as follows:

S(Dsige = o (Conv(i)(X)), 4)

where i represents the stage (1,2, 3, or 4), o denotes the
sigmoid function, Conv(i) is the convolution operation
at stage i, and X is the decoder’s output feature map.
The side outputs are then upsampled and concatenated
to generate the final saliency map Styse:

Stuse = 0 (Conviyse (Concat(S(i)side))) (5)

where Concat represents the concatenation operation,
Convyyg is the 1 x 1 convolution layer specific to the fu-
sion process, and o represents the sigmoid function.

B. Network Supervision

Loss functions play a significantly important role in
optimizing a saliency detection model. One of the most
widely employed loss functions for binary classification
problems is the binary cross-entropy (BCE) loss [5].
For visual saliency detection, it measures the dissimilar-
ity between the predicted saliency map and the ground
truth in a binary classification setting.

We use a deep supervision approach similar to that in
[32], which has demonstrated efficacy. Our training loss
is formulated as follows:

M
L= Z w:;delsr?de + Wysefuse (6)

m=1

The total loss comprises two components. The first
component is the loss associated with the side-output
saliency maps, denoted as [T, , where m represents the
four supervision stages (Supl, Sup2, Sup3, and Sup4)
shown in Fig. 1. The second component is the loss of
the final fusion-output saliency map, represented by /g
The weights assigned to these loss terms are w,  and
Wiyse, T€SPectively.

We compute the loss for each term / using the con-
ventional BCE to calculate the pixel-level comparison
between the predicted saliency map and the ground
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truth.
(HW)

[=- Z [G(xy)log P yy + (1 = Py yy) log(1 — P yy)]s
(x,y)

)

where (H, W) is the height and width of the image, and
(x, y) is the coordinate of a pixel. The ground truth and
predicted saliency probability map’s pixel values are rep-
resented by the symbols G(x, y) and P(x, y), respectively.
The goal of the training procedure is to reduce the total
loss £ of (6). We select the fusion output /g as our final
saliency map during the testing process.

[V. EXPERIMENTAL RESULTS

A. Datasets

Training dataset: We train our model using the
DUTS-TR dataset, which is a subset of the DUTS
dataset [38]. DUTS-TR is curated from the training and
validation sets of ImageNet DET [6],and comprises a to-
tal of 10 553 images, each with its corresponding ground
truth. DUTS is the largest and most widely used dataset
for saliency detection. We performed horizontally flip-
ping data augmentation technique, resulting in 21,106
images for training.

Evaluation dataset: We use the following six widely
used saliency detection datasets in order to evaluate the
detection performances of our model.

ECSSD [36]: The ECSSD (Extended Complex
Scene Saliency Dataset) contains semantically signifi-
cant yet structurally complex and challenging images.
This dataset contains 1000 natural images with carefully
annotated ground truth saliency masks.

PASCALS-S [23]: This dataset was collected on eight
subjects with a 3-second viewing time and the utiliza-
tion of the Eyelink eye tracker collected from the PAS-
CAL VOC (Visual Object Classes 2010) [9] validation
dataset. This dataset contains 850 images featuring mul-
tiple salient objects within their scenes, providing a rich
and diverse visual context.

HKU-IS [18]: The HKU-IS dataset is a more chal-
lenging benchmark for visual saliency detection, aimed
at advancing the research and evaluating the perfor-
mance of visual saliency models. This dataset comprises
4447 challenging images, featuring high-quality pixel-
wise annotations with characteristics of either low con-
trast or presence of multiple salient objects.

DUT-OMRON [45]: DUT-OMRON comprises 5168
high-quality nature images meticulously chosen from
more than 140 000 images. These images possess di-
mensions of either 400xx or xx400 pixel dimensions,
where x is less than 400. Notably, each image features
one or more salient objects set against a relatively com-
plex background.

DUTS-TE: DUTS-TE is the test set of the DUTS
dataset, which comprises 5019 test images sourced from

the ImageNet DET test set and the SUN dataset [40].
This dataset contains highly challenging scenarios for
the evaluation of saliency detection models.

SOD [27]: SOD comprises salient object boundaries
derived from the Berkeley Segmentation Dataset (BSD)
[26]. It consists of 300 particularly challenging images,
initially intended for image segmentation.

B. Evaluation Metrics

The probability maps that are produced by deep
salient object algorithms often have the same dimen-
sion as the input images. In predicted saliency maps, each
pixel has a value between 0 and 1 (or [0, 255]). The
ground truths are often binary masks, where each pixel
is either 0 or 1 (or 0 and 255), with 1 denoting the pix-
els of the foreground salient object and 0 denoting the
background.

To comprehensively evaluate the performance of our
model and the quality of the predicted saliency maps
against the actual saliency masks, we used the follow-
ing four evaluating measures: (1) mean absolute error
(MAE) [30], (2) maximal F-measure (maxFp) [2], (3)
structure measure (Sm) [10], and (4) enhanced align-
ment measure (Em) [11]. Using multiple evaluation met-
rics is crucial when evaluating an SOD model because
it provides a more comprehensive assessment of the
model’s performance across different aspects. Each met-
ric measures a specific quality of the prediction, and no
single metric can fully capture all aspects of model gen-
eralization. The detailed descriptions of these measures
are presented below.

1) F-measure: F-measure comprehensively evaluates
both precision and recall as:

_ (14 By)Precision x Recall
N BrPrecision + Recall

Fy (8)
Since the rate of recall is not as important as precision,
B> is empirically set to 0.3 to emphasize precision more.

2) Mean Absolute Error:  MAE, or mean absolute er-
ror, represents the average difference per pixel between
a predicted saliency map and its corresponding ground
truth mask. Itis used as a metric to accurately assess false
negative pixels.

1 H W
MAE = -2 3 3 1P y) = Gyl (9)

x=1 y=1

where P and G are the probability map of saliency de-
tection and the corresponding ground truth, respectively,
and (H, W) and (x, y) are the (height, width) and the pixel
coordinates. A lower MAE value signifies a high degree
of similarity between the ground truth and the predicted
saliency map.

3) Structure Measure: S-measure (Sm) assesses the
structural similarity between the predicted saliency map
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Table I
Comparison of the Proposed Method and Four Other Methods on DUT-OMRON, DUTS-TE, and ECSSD Datasets, Using MAE(],),
F-Measure Fg(1), Structure Measure S,,,(1), and E-Measure E,,,(1) as Evaluation Metrics

Dataset DUT-OMRON DUTS-TE ECSSD

Metrics MAE Fg Sm Ey, MAE g Sm En MAE Fg Sm Enm
DCL 0.132 0.734 0.758 0.763 0.174 0.771 0.776 0.764 0.078 0.910 0.883 0.888
RFCN 0.110 0.742 0.764 0.778 0.09 0.784 0.794 0.839 0.107 0.890 0.852 0.876
UCF 0.132 0.734 0.758 0.763 0.117 0.771 0.776 0.764 0.078 0.910 0.883 0.888
Amulet 0.098 0.743 0.780 0.784 0.085 0.778 0.802 0.797 0.059 0.912 0.893 0.911
SalFAU-Net 0.080 0.722 0.755 0.811 0.061 0.794 0.809 0.856 0.063 0.895 0.862 0.892

The best values are highlighted in bold.

and the binary ground truth. It quantifies how well the
predicted salient regions align with the actual salient re-
gions in terms of structure, which are essential for real-
world applications. It is defined as the weighted sum of
region-aware Sr and object-aware So structural similar-

1ty:

S=0-a)Sr+aSo. (10)

Typically, o is set to 0.5.

4) Enhanced Alignment Measure: Enhanced align-
ment measure (Em) incorporates both local pixel match-
ing information and image-level statics by combining lo-
cal pixel values and the image-level mean or global aver-
age value in a single term, which allows for a more com-
prehensive evaluation of detection algorithms, ensuring
that the accuracy and quality of the salient regions are
effectively measured.

1

h w
X ZZd’FM(X,y),

x=1 y=1

Orm =

(11)

where & and w are the height and width of the saliency
map, respectively. ¢ry is enhanced alignhment matrix, re-
flecting the correlation between P and G after subtract-
ing their global means, respectively.

C. Implementation Details

The proposed network is implemented using the
PyTorch framework, and training and testing are per-
formed on an NVIDIA GeForce RTX 4070Ti GPU with

12 GB of video memory. The training dataset consists
of 10,553 images from the DUTS-TR subset of DUTS
[38]. To augment the dataset, each image is horizon-
tally flipped, resulting in a doubled training set with
21,106 images. Prior to feeding the images into the net-
work, they are resized to 320 x 320 and then cropped
to 288 x 288 during training. Model optimization em-
ploys the Adam optimizer with default hyperparame-
ter values (Ir = le — 3, betas = (0.9,0.999),eps =
le — 8, weight_decay = 0). The network is trained for
approximately 500 000 iterations with a batch size of 12
to ensure convergence of the loss. While testing, the in-
put images are first resized to 320 x 320 before being in-
putted into the trained network. The resulting predicted
saliency map is then restored to its original dimensions
through bilinear interpolation.

D. Comparison With Other Methods

In this section, we evaluate the effectiveness of the
proposed model through both qualitative and quanti-
tative analysis. We perform experiments to compare
its performance with that of other models, utilizing
four evaluation metrics, namely, MAE, F-measure, S-
measure, and E-measure. We compare the results of the
proposed method with some FCN-based methods, in-
cluding Amulet [46], DCL [19], RFCN [39], and UCF
[47].

1) Quantitative Comparison: The quantitative re-
sults on the six evaluation datasets using the four eval-
uation metrics are reported in Tables I and II. Based

Table 11
Comparison of the Proposed Method and Four Other Methods on HKU-IS, PASCAL-S, and SOD Datasets, Using MAE(| ), F-Measure Fz(1),
Structure Measure S,,(1), and E-measure E,,(1) as Evaluation Metrics

Dataset HKU-IS PASCAL-S SOD

Metrics MAE T S En MAE Fp S En MAE Ty Sm En
DCL 0074 088 0866 0891 0126 0824 0803 078 0164 0798 0754 0755
RFCN 0089 0893 0859 0906 0132 0824 0798 0807 0169 0797 0732 0778
UCF 0074 088 0866 0891 0126 0824 0803 0785 0164 0798 0754 0755
Amulet 0052 0895 0882 0912 0098 0833 0819 0827 00141 0802 0759  0.791
SalFAU-Net  0.044 0896  0.885 0927  0.091 0814 0801 0834 0137 0798 0718 0759

The best values are highlighted in bold.
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MAE Values for Different Methods across Datasets

DUTS ECSSD HKU-IS PASCAL-S SOD
Datasets
BRFCN WUCF
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0.125 4
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MAE Values

0.050 A
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0.000 -

DUT-O

Average

HAmulet

Figure 3. MAE values of Amulet, DCL, RFCN, UCEF, and the pro-
posed SalFAU-Net model across six evaluation datasets and the av-
erage MAE values of each method across all datasets. A lower MAE
value signifies superior performance.

mDCL WOours

on the results, it is evident that our proposed method
outperforms the benchmark methods on DUTS-TE and
HKU-IS datasets in all evaluation metrics. On the DUT-
OMRON dataset,our model achieves impressive results,
outperforming other methods with the best MAE values.
Furthermore, on the ECSSD dataset, our model demon-
strates competitive performance with the second low-
est MAE value of 0.063, surpassed only by Amulet with
a slightly lower MAE of 0.059. Furthermore, we calcu-
late the average MAE values for each method across the
six datasets. Impressively, our proposed method achieves
the lowest average MAE value of 0.068, indicating supe-
rior performance compared to other methods. Figure 3
presents the results of the average MAE values of each
method, which clearly demonstrate that our model out-
performs the comparison algorithms based on the aver-
age MAE value.

2) Qualitative Comparison: In addition to quantita-
tive evaluations, we present predicted saliency maps gen-
erated by the proposed method and the comparison
methods in Fig. 4. The images in the first and second
columns of Fig. 4 represent the original input images
and their corresponding ground truth saliency maps, re-
spectively. The third column showcases the predicted
saliency maps of our proposed method, while the fourth,
fifth, sixth, and seventh columns exhibit the results of the
comparison methods. The first two rows depict scenarios
with multiple salient objects; the third row showcases a
single large salient object; the fourth row contains small
objects; and the fifth and sixth rows depict images with
both small and large salient objects. The last row fea-
tures relatively low-contrast salient objects. As we can
see from Fig. 4, the results demonstrate that SalFAU-
Net generates saliency maps more accurately for differ-
ent challenging scenes, while the comparison methods
generate incomplete or noisy saliency maps.

From the qualitative and quantitative results pre-
sented above, it is evident that our proposed method

yields competitive results in tackling the challenge of vi-
sual saliency detection. These findings also highlight the
crucial role of attention mechanisms in enhancing the
effectiveness of the visual saliency models, as the pro-
posed model places significant emphasis on extracting
highly representative features while effectively eliminat-
ing unwanted or noisy features. This emphasis on atten-
tion mechanisms not only contributes to the competi-
tiveness of our approach but also enhances the overall
performance by prioritizing the extraction of relevant or
salient visual information.

E. Failure Cases

The proposed method demonstrated effective SOD
in most cases. However, there are some cases where it ex-
hibits limitations. Figure 5 shows some failure cases for
the proposed method. In the first column of Fig. 5, the
presence of the shadow of the person is erroneously de-
tected as a salient object. This is because the presence
of shadows in salient objects may cause a decrease in
the visibility or distinguishability of salient objects, mak-
ing them harder to detect accurately. In the second col-
umn, the reflection of the duck is identified as a salient
object, which is caused by reflections, which can create
distracting image regions, potentially diverting attention
away from the true salient objects. The third and fourth
columns depict situations where the salient objects have
low contrast, causing difficulty for our model in accurate
saliency detection. In the last column, although most part
of the airplane is detected, the model fails to capture its
entirety.

In general, these images are very challenging for
most deep learning models to detect accurately. These
challenges arise due to the sensitivity of deep learning
models to factors such as shadows, reflections, and low
contrasts in salient objects. In the future, we will carry
out further research aiming to address these problems
and develop more accurate saliency detection models.

V. CONCLUSION

In this paper, we proposed SalFAU-Net as an ap-
proach for visual saliency detection tasks. Our method
integrates an SFM into each decoder block of the At-
tention U-Net model, which enables efficient genera-
tion of saliency maps. The use of an AG module in our
method facilitates selective focus on informative regions
and suppression of nonsalient regions within an image.
The comprehensive evaluation across six diverse SOD
datasets, both quantitatively and qualitatively, under-
scores the effectiveness of our proposed method com-
pared to the benchmark methods. SalFAU-Net not only
showcases competitive performance but also highlights
the potential of attention-based models in advancing the
capabilities of saliency detection models.
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(b)

Figure 4. Qualitative comparison of the proposed method with four other SOTA methods: (a) original image, (b) GT, (c) Ours, (d) Amulet,
(¢) DCL, (f) RFCN, and (g) UCF.

Figure 5. Failure cases of the proposed method.
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