ow can Large Language Models (LLMs) like Chat-
H GPT assist us with our technical work? True believ-
ers in Artificial Intelligence (Al) insist that those who
leverage LLMs will displace those who don’t during a chaotic
transition period before AI makes human intelligence obsolete.
Skeptics are unconvinced. They see ChatGPT as a souped-up
search engine, rather than agent of societal upheaval. Whether
harbinger of the Al singularity or mere shiny new toy, I didn’t
want to miss out. So, in early 2023, as LLMs were beginning to
make headlines, I signed up for a paid subscription to OpenAl
and looked for excuses to use it. Like many people, I found it
helpful for generating snippets of code with the correct syntax.
But could it do “real” math?

Shortly thereafter, I received the following late-night email
from my colleague Roy Streit. “Jim, I encountered this prob-
lem today and thought of you. An orthogonal matrix Q is used
to rotate an axis-aligned, origin-centered box in R"n. What is
the smallest axis-aligned box that contains the rotated box? It
seems like this ought to be easy, but it’s late and I don’t see a
way to do it that doesn’t require O(2"n) calculations.”

Hmm. Me neither. Perhaps the day has arrived when we
handle such questions as offhandedly as using a calculator or
performing a Google search. I pasted the question into ChatGPT
4, but left off the final sentence about efficiency. This rendered
the question rather trivial. Would it be able to give a sensible
mathematical answer to this easy version of the question?

Yes. ChatGPT noted that the box’s “corners can be repre-
sented by points whose coordinates are all possible combina-
tions of +a.”” where “a, represents the half-length of the box
along axis i.” Apply Q to each of these corner points, find the
maximum absolute value in each coordinate i, and then double
the results to convert to side lengths. Very sensible.

*“Visual sightings of an unidentified flying object, seemingly less than
500 feet (150 m) away, that show an appreciable angular extension and
considerable detail.” https://en.wikipedia.org/wiki/Close_encounter

But now came the real
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test. I responded, “Your
algorithm is O(2”n). Can
you do this in polynomial
time in n?”

“Yes,” ChatGPT re-
sponded without hesita-
tion. Its response was long and thorough, so I’ll summarize. It
noted that the values of the i coordinate of the transformed box
are the 2" values +0,a, + 0,a, £---£ 0, a,, where the O, com-
prise the i row of Q. The maximum over these 2" values is
achieved when the signs are chosen to make each coefficient
10, non-negative. Therefore if we let @ and b be the respec-
tive half-lengths (or, if you prefer, lengths) of (a) the original
box and (b) the bounding box of its transformed version, then
b = Ma, where M = abs(Q) is the matrix of entry-wise absolute
values of Q.

Roy and I were delighted by the result. Neither of us
had encountered, before now, the entry-wise absolute values
of a matrix forming a useful operator. We were also curious
about whether ChatGPT was truly reasoning, or leveraging
a pre-existing solution from its training data, or something
in-between. ChatGPT does not offer insights into how it gen-
erates its results. Microsoft Copilot does: it answered the origi-
nal question, which did not ask for efficiency, with the efficient
O(n*) solution, and when asked how it did this, it asserted that
it reasoned it out for itself. I almost expected it to add, “and
I’m offended that you would even ask.”

LLMs are strange tools. They can pass for human in a suf-
ficiently casual Turing test but are prone to outputting all-too-
plausible nonsense. So far, I remain a casual user—I haven’t
tried to hone my prompt engineering skills, for example, or
played with power tools like Auto-GPT. But I look forward en-
hancing my productivity by staying plugged into the technol-
ogy as it evolves, whether it shepherds us into some brave new
world or just the latest iteration of our current one.

from MIT.
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