Combining Local and Non-local Information with Dual Decomposition for Named Entity Recognition from Text
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Abstract—Named entity recognition (NER) is the task of segmenting and classifying occurrences of names in text. In NER, local contextual cues provide important evidence, but non-local information from the whole document could also prove useful: for example, it is useful to know that “Mary Kay Inc.” has been mentioned in a document to classify subsequent mentions of “Mary Kay” as an organization and not as a person. Previous works for NER typically model the problem as a sequence labeling problem, coupling the predictions of neighboring words with a Markov model such as conditional random fields. We propose applying the dual decomposition approach to combine a local sentential model and a non-local label consistency model for NER. The dual decomposition approach is a fusion approach which combines two models by constraining them to agree on their predictions on the test data. Empirically, we show that this approach outperforms the local sentential models on four out of five data sets.

I. INTRODUCTION

Named entity recognition (NER) is the task of recognizing named entities such as person, organization, or location names in texts. NER is an important task in natural language processing, as an application in itself and as a component for other tasks such as information extraction [1] or machine translation [2]. In the Sixth Message Understanding Conference (MUC6) [1], the objective of the NER task was defined as the segmentation (i.e. defining the boundaries of the named entity phrase) and classification of entities belonging to seven name-classes: PERSON, ORGANIZATION, LOCATION, DATE, TIME, MONEY and PERCENTAGE. More recently, in the CoNLL 2003 shared task [3], the NER task was defined for four name-classes: PERSON, ORGANIZATION, LOCATION, and MISCELLANEOUS, where MISCELLANEOUS names were defined as names that did not belong to the other three name-classes. We show examples of sentences annotated with named entities from five data sets in Figure 1. We will give more details on these data sets in Section IV.

NER can be formulated as a sequence labeling problem, where a sentence is treated as a sequence of words, and the objective is learn a model to predict the name-class label of each word in a sentence. Early work in the application of machine learning to NER applied hidden Markov models to the MUC6 task [4]. Since then, work on NER has been dominated by the use of discriminative models such as logistic regression [5] and conditional random fields [6].

For NER, the important cues used to classify each word to its name-class are mostly derived from surrounding words within the sentence. Examples include the case information and the surface string of the word, as well as the surrounding words, typically within a window of three to five previous and next words. However, some previous works have also shown that non-local evidence gathered from the whole document could help improve performance [7], [8]. Such evidence are usually gathered from the other occurrences of the same word in the same document. For example, it is useful to couple the prediction of mentions of “Mary Kay Inc.” in a sentence with subsequent mentions of “Mary Kay” so that both mentions are labeled as ORGANIZATION and not as PERSON. It is hence interesting to define NER as a structured prediction problem where the prediction of the labels of each word is not only coupled with the prediction of its surrounding words, but also with the labels of other occurrences of the same word. Finkel et al. [7] illustrated this label consistency problem with the example in Figure 2. However, a graphical model that couples both local and non-local label prediction would result in an intractable inference problem [9]. Finkel et al. [7] solved this by defining a factored sequence model, which combines a local sentential model and a label consistency model with the product of the two models. For the label consistency model, they derived penalties scores for inconsistencies from the training data. They performed approximate inference in the factored model using Gibbs sampling.

Recently, the dual decomposition approach has been used for natural language processing applications such as parsing [10], [11]. Dual decomposition first breaks down an intractable inference problem into tractable sub-problems, and then constrains the models of the sub-problems to agree on the test data. This is formulated as an optimization problem that optimizes the sum of the objectives of the sub-models, subject to constraints that the sub-models agree on the data. The optimization problem can be solved in the dual, using a linear programming relaxation. Despite the relaxation, it has been shown that dual decomposition often recover the provably
Example from the CoNLL 2003 data set (ENG):
The European Commission [ORG] said on Thursday it disagreed with German [MISC] advice to consumers to shun British [MISC] lamb until scientists determine whether mad cow disease can be transmitted to sheep. Germany [LOC]'s representative to the European Union [ORG]'s veterinary committee Werner Zwingmann [PER] said on Wednesday consumers should buy sheepmeat from countries other than Britain [LOC] until the scientific advice was clearer.

Example from the CoNLL 2003 data set (DEU):

Example from the MUC6 data set (MUC6):
Mary Kay [ORG] Names Vice Chairman ... Richard C. Bartlett [PER] was named to the newly created position of vice chairman of Mary Kay Corp. [ORG], a privately held cosmetics company. Mr. Bartlett [PER] was previously president and chief operating officer of Mary Kay Cosmetics Inc. [ORG], the company's operating subsidiary.

Example from the twitter data set (TWIT):

Example from the maritime data set (RECAAP):
Among the incidents reported in April 2010 were two incidents of hijacking of tug boats. They were the hijacking of tug boat, PU 2007 [VES] in the South China Sea on 19 April 2010, and the hijacking of tug boat Atlantic 3 [VES] at about 11 nm east of Pulau Bintan, Indonesia on 27 April 2010.

Fig. 1. Examples of sentences labeled with named entities belonging to the classes PERSON (PER), LOCATION (LOC), ORGANIZATION (ORG), MISCELLANEOUS (MISC) and VESSELS (VES). The named entities are underlined and annotated with their name-classes in square brackets in the above examples. The name-classes defined for each data set may be different. For example, in the RECAAP data set, only vessel names are annotated.

Fig. 2. This figure is used in [7] to illustrate the label consistency problem which couples the predictions of labels that are not adjacent to one another. Without modeling the edge between the two occurrences of “Tanjung”, the predictions of the two occurrences are decoupled given the labels of the other words between the two occurrences.

optimal solution of the optimization problem [10]–[12].

In this paper, we propose learning two conditional random fields (CRF) models from the training data: a typical sentence conditional random field (SCRF) model that models the sentence as a sequence of labels, and a second model, a word conditional random field (WCRF) model, that ignores sentence structure, and chains the different occurrences of the same word as a sequence of labels. After training the CRF on the training data (manually annotated with named entities), the models learned can then be applied to the test data to predict the name-classes of each word in the test data. We apply the dual decomposition approach during this test phase to enforce agreement between these two models on the test data. The rest of the paper is organized as follows. In Section II, we give a brief review of conditional random fields (CRF) and describe the SCRF and WCRF models we defined for the NER task. In Section III, we describe the dual decomposition approach and its application to combine SCRF and WCRF. In Section IV, we show that the dual decomposition approach outperforms the SCRF model in four out of five data sets, and discuss why the approach fails to improve performance on the fifth data set. We describe related work in Section V, and we conclude in Section VI.

II. CONDITIONAL RANDOM FIELDS

In this section, we first give a brief review of conditional random fields (CRF) [13]. Conditional random fields [13] are discriminative, undirected graphical models. They have been shown to perform well in a variety of tasks including part-of-speech tagging [13], named entity recognition [6], shallow-parsing [14] and object recognition in computer vision [15]. In this paper, we apply conditional random fields to the NER
The sequence labeling problem is the assignment of labels to a sequence of observations. For NER, each sentence is a sequence of words, and the objective of the NER problem is to assign named entity labels to each word in the sequence. Given a sequence, we denote $X$ as the vector of features that can be extracted from the observed sentence, and $Y$ as the corresponding sequence of labels for the sequence (see Figure 3). Each component $Y_i$ of $Y$ range over an alphabet $Y$. In general, a CRF is defined as follows [13]:

**Definition:** Let $G = (V, E)$ be a graph such that $Y = (Y_v)_{v \in V}$, so that $Y$ is indexed by the vertices of $G$. Then $(X, Y)$ is a conditional random field in case, when conditioned on $X$, the random variables $Y_v$ obey the Markov property with respect to the graph: $p(Y_v | X, Y_w, w \sim v) = p(Y_v | X, Y_w, w \sim v)$, where $w \sim v$ means that $w$ and $v$ are neighbors in $G$.

By the fundamental theorem of random fields [16], the general form of the joint distribution of the labeled sequence $Y$ given $X$ has the form:

$$P(y|X) = \frac{1}{Z(x)} \exp(\sum_{c \in C} \Phi(y_c, x)),$$

where $C$ is the set of cliques in the graph $G$, and $Z(x)$ is a normalization factor.

In applications of the CRF, the $X$ are usually observed in the data, and the task involves the prediction of the labels $Y$, given the observations $X$. For example, for NER, the $X$ are features derived from the surface strings of words in a sentence, and the sequence of labels $Y$ is the sequence of named entity labels assigned to each word in the sentence. In the case of a linear chain (shown in Figure 3), the joint distribution can be expressed as [13]

$$P(y|x) = \frac{1}{Z(x)} \exp \left( \sum_{e \in E, k} \lambda_k f_k(e, y|e, x) + \sum_{v \in V, k} \mu_k g_k(v, y|v, x) \right),$$

where $x$ is a data sequence, $y$ a label sequence and $y|e$ is the set of components of $y$ associated with the vertices in the subgraph $S$. The functions $f_k$ and $g_k$ are features: $f_k$ are features on the edges of the form $(Y_i, Y_{i+1})$ and $g_k$ features on the edges of the form $(X_i, Y_i)$ in the linear chain. To simplify notation, when it is not necessary to distinguish between $f_k$ and $g_k$, we write

$$P(y|x) = \frac{1}{Z(x)} \exp(A \cdot F(y, x),$$

where $F(y, x)$ is the global feature vector for the input sequence $x$ and label sequence $y$, comprising of the $f_k$’s and the $g_k$’s.

The parameter estimation problem is to determine, from the training data $D = \{(x^{(j)}, y^{(j)})\}_{j=1..N}$, the parameters in $\Lambda$. We determine $\Lambda$ by maximizing the log-likelihood of the training data:

$$L_\Lambda = \sum_j [A \cdot F(y^{(j)}, x^{(j)}) - \log Z_\Lambda(x^{(j)})].$$

It is often useful to define a Gaussian prior over the parameters to avoid overfitting (a process that is sometimes called regularization), which changes the above objective function into

$$L_\Lambda = \sum_j [A \cdot F(y^{(j)}, x^{(j)}) - \log Z_\Lambda(x^{(j)})] - \frac{1}{2\sigma^2} \|A\|^2.$$

We use a gradient based algorithm for maximizing the log likelihood, which requires the calculation of the gradient of the regularized log-likelihood [14]:

$$\nabla L_\Lambda = \sum_j [F(y^{(j)}, x^{(j)}) - E_{P_\Lambda}(y^{(j)} | x^{(j)}) F(y^{(j)}, x^{(j)})] - \frac{A}{\sigma^2}.$$

The above gradient term requires the calculation for each sequence $X$ of the expected feature values over all possible $Y$ over the entire sequence $X$. For the linear chain, this can be done efficiently by the forward backward algorithm [17]. The gradient based approach we used the L-BFGS for Quasi Newton unconstrained minimization, implemented in the Stanford NLP toolkit [18]. In all our experiments, we set $\frac{1}{\sigma^2}$ to 0.1.

### A. Conditional Random Fields for NER

We applied two conditional random fields models to address the NER problem. The first model, called the Sentence Conditional Random Field (SCRF) model, is the conventional application of conditional random fields to NER as a sequence labeling problem, where each sentence is treated as a sequence. The second model, called the Word Conditional Random Field (WCRF) ignores the sentence structure and chains identical words in a linear chain.

In SCRF, each sequence $x^{(j)}$ represents a sentence, and each $y^{(j)}$ the sequence of labels assigned to the words in the sentence. For NER, the alphabet $Y$ of the sequence of labels is the set of possible name-classes. For example, for the CoNLL 2003 shared task [3], the alphabet $Y$ consists of the name-classes PER, ORG, LOC, MISC, and a not-a-name class. The features $f_k$ and $g_k$ are defined on single labels and pairs of adjacent labels respectively. For NER,
we used standard features that have been found useful for NER in previous works, such as word strings and word shape features. Word shape features [19] are features that maps each word onto equivalence classes that encodes attributes such as length, capitalization, and numerals. For instance, ex-England would be represented as “xx- Xxxx”, and “37-run” would be represented as “dd-xxx”. As gazetteers (list of names) have been shown to be useful for NER, we built gazetteers for each name-class of interest by downloading from resources on the Web. We give more details about how the gazetteers are constructed in our experiments in Section IV. The full list of features used are shown in Table I.

For WCRF, the linear chains are constructed by chaining together words that are written in the same way (identical spelling and word shape) in the entire test set. The features used for the WCRF are the same as those used for the SCRF. We illustrate the construction of the SCRF and WCRF models for two sentences in Figure 4. For words occurring only once in the test set, we could model them in WCRF as singletons (graphs with only one node). However, we found that this usually results in worse performance for the dual decomposition approach. This is natural as words modeled as singletons in the WCRF would not add any useful complementary information to the SCRF. Hence, in all our experiments, we discard singletons in the WCRF, both during training and testing. After discarding singletons, the WCRF does not predict the labels of the entire test set, but only the labels of words that occurred at least twice. We could have use the WCRF alone to label the entire test set if we do not discard singletons, but in our experiments, the performance of WCRF is always worse than the SCRF.

### III. Dual Decomposition

We used the dual decomposition approach to combine the outputs of SCRF and WCRF. The dual decomposition approach [10] addresses structured prediction problems for which inference in the graphical structures may be intractable. In such cases, Rush et al. [10] proposed to decompose the intractable structure into tractable sub-structures, and to force the models on the sub-structures to agree on their predictions on the test data. We apply the dual decomposition approach to constrain the agreement of SCRF and WCRF described in the previous section. Our models WCRF and SCRF will have separate objective functions $f(Y)$ and $g(Z)$ respectively, where $Y$ consists of chains of labels where each chain is a sentence, while $Z$ consists of chains of labels where each chain connect occurrences of the same word. (To simplify notations, we ignore the dependency of the functions on the entire set of test observations, $x$). The joint objective function is hence defined as

$$\arg\max_{y,z} f(y) + g(z),$$

such that for each word $w$, $y_w = z_w$.  \hspace{1cm} (7)

This constrained optimization problem can then be converted to an unconstrained optimization problem by introducing Lagrangian multipliers for the constraints [12],

$$L(u, y, z) = f(y) + g(z) + \sum_w u(w)(y_w - z_w).$$  \hspace{1cm} (8)

The dual problem is optimizing for $\min_u L(u)$, where

$$L(u) = \max_{y,z} L(u, y, z).$$ \hspace{1cm} (9)

This objective can be optimized using gradient descent, resulting in Algorithm 1. In this algorithm, we define our strategy

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word features</td>
<td>all words in a window from the previous 4 to the next 4 words</td>
</tr>
<tr>
<td>Word bigrams</td>
<td>bigrams composed of previous, current and next words</td>
</tr>
<tr>
<td>Word shape features</td>
<td>word shapes of previous, current and next words</td>
</tr>
<tr>
<td>Word shape bigrams</td>
<td>bigrams of word shapes of previous, current and next words</td>
</tr>
<tr>
<td>Character n-grams</td>
<td>character n-grams of the current word</td>
</tr>
<tr>
<td>Other occurrences</td>
<td>indicative feature if other occurrences of the same word starts with an uppercase character</td>
</tr>
<tr>
<td>Gazetteer features</td>
<td>indicative feature of the presence of phrases found in gazetteers</td>
</tr>
<tr>
<td>Pairwise label feature ($g_k$)</td>
<td>feature of current label with next label</td>
</tr>
<tr>
<td>Pairwise word features ($g_k$)</td>
<td>bigram feature of word shapes of the current and next word</td>
</tr>
<tr>
<td>Pairwise bigram of word shape ($g_k$)</td>
<td>bigram feature of word shapes of the current and next word</td>
</tr>
</tbody>
</table>

For WCRF, the linear chains are constructed by chaining together words that are written in the same way (identical spelling and word shape) in the entire test set. The features used for the WCRF are the same as those used for the SCRF. We illustrate the construction of the SCRF and WCRF models for two sentences in Figure 4. For words occurring only once in the test set, we could model them in WCRF as singletons (graphs with only one node). However, we found that this usually results in worse performance for the dual decomposition approach. This is natural as words modeled as singletons in the WCRF would not add any useful complementary information to the SCRF. Hence, in all our experiments, we discard singletons in the WCRF, both during training and testing. After discarding singletons, the WCRF does not predict the labels of the entire test set, but only the labels of words that occurred at least twice. We could have use the WCRF alone to label the entire test set if we do not discard singletons, but in our experiments, the performance of WCRF is always worse than the SCRF.

![Table I](image)

**TABLE I**

FEATURES USED FOR NER FOR EACH WORD OF A SENTENCE. THE LAST THREE FEATURE TYPES ARE OF TYPE $g_k$, WHILE THE OTHER FEATURES TYPES ARE OF TYPE $f_k$, DEFINED IN EQUATION 2.

![Figure 4](image)
Algorithm 1 Algorithm for gradient descent for optimization of the dual decomposition objective.

Input: The predictions of the SCRF, $y^0$, and the WCRF, $z^0$ on the test data.
Output: Final predictions of the labels of the test data.

Algorithm:
1) Set $k ← 0$.
2) Initialize $u^0$ to a vector of zeros, $α ← 0.5$, $δ ← 0$
3) While not converged
   a) $y^k ← \arg\max_y \sum_w (f(y_w) - u^k_{y,w})$
   b) $z^k ← \arg\max_z \sum_w (g(z_w) + u^k_{w,z_w})$
   c) if $y^k = z^k$, then converged = true
   d) for each word $w$, $u^k_{y,w} ← u^k_{y,w} + α_k$ and $u^k_{z,w} ← u^k_{z,w} - α_k$
   e) $k ← k + 1$
   f) if $L(u^{k+1}) > L(u^k)$, $δ ← δ + 1.0$
   g) $α ← α/(1 + δ)$
   h) if $α < ϵ$, converged = true
4) Output $y^k$.

of gradually decreasing the value of $α$, in a way similar to those proposed in [10], [11].

If Algorithm 1 terminates with $y^k = z^k$, it can be shown that this solution exactly solves the primal problem in Equation 7 [11]. In our experiments, we constrain the SCRF and WCRF to agree over the entire test set. In all our experiments, we do not achieve the $y^k = z^k$ condition, and we terminate the algorithm when $α < ϵ$, and where they disagree, we output the results of the SCRF (i.e., the final $y^k$ in Algorithm 1). In our experiments, we set $ϵ$ to be $10^{-6}$.

IV. EXPERIMENTAL RESULTS

In this section, we describe and discuss experimental results comparing the dual decomposition approach with the sentence based CRF (SCRF). We first describe the five data sets used in our experiments:

- **The CoNLL-2003 English data (ENG)** consists of a training set and two test sets, a developmental test set testa, and an official test set, testb [3]. There are four name-classes in this data set: PERSON (PER), LOCATION (LOC), ORGANIZATION (ORG), and MISCELLANEOUS (MISC). To compare against previous published results, we evaluate on the official test set, testb.

- **The CoNLL 2003 German data (DEU)** consists of a training set and two test sets, testa and testb. It has the same name-classes as ENG [3]. Similarly, we evaluate on the DEU testb data set to be able to compare against previous results.

- **The MUC6 data (MUC6)** is the benchmark data set for the Sixth Message Understanding Conferences [1]. We use three of the MUC6 name-classes: PER, LOC and ORG. We use the MUC6 training set for training, and combine the dry-run and formal test sets for testing.

- **The Twitter data (TWIT)** is the Twitter NER data set used in [20]. The data set has ten name-classes, but as a few name-classes are rather rare, we only evaluate on three of the name-classes: PER, LOC and ORG. We use the last 1,000 tweets as test data and the rest as training data.

- **The RECAAP data set (RECAAP)** is a collection of incident and quarterly reports downloaded from the website for The Regional Cooperation Agreement on Combating Piracy and Armed Robbery against Ships in Asia [21]. The data set consists of 97 documents with a total of 324,108 tokens, labeled with 2,449 vessel names (VES). We use the first 60 documents for training and the remaining 37 documents for testing.

Each data set consists of a training data and a test data. The training data is used to train the SCRF and the WCRF models. The test data is used for evaluation purposes only. The dual decomposition algorithm is applied on the test data to combine the outputs of the SCRF and the WCRF models.

For the gazetteer feature, we build the gazetteers from resources on the Web for each name-class. The gazetteer for the not-a-name class for each data set consists of the high frequency words in the data set, verbs and capitalized words (such as weekdays for English or common nouns for German). We give the detailed sources of the gazetteers in Table III.

### A. Evaluation Measure

We evaluate all our results using the official scorer provided by the CoNLL 2003 shared task [3]. We refer to the manually annotated data as the ground truth, and we measure the system’s performance by comparing its predictions on the test data against the ground truth. The performance is measured using the $F_1$-measure. More generally, the $F_β$-measure [22] is defined as

$$F_β = \frac{(β^2 + 1) \times \text{precision} \times \text{recall}}{β^2 \times \text{precision} + \text{recall}},$$

where precision is the number of correctly predicted positives (true positives) over the total number of predicted positives, and recall is the number of correctly predicted positives (true positives) over the total number of positives in the ground truth. For NER, a named entity prediction is considered correct.
TABLE III
GAZETTEERS USED FOR THE FIVE DATA SETS. THE GAZETTEERS ARE CONSTRUCTED FROM ONLINE RESOURCES, AS WELL AS OFFICIAL GAZETTEERS PROVIDED DURING THE CONLL 2003 SHARED TASK. IN OUR WORK, WE HAVE ORGANIZED THE GAZETTEERS SUCH THAT WE HAVE ONE GAZETTEER PER NAME-CLASS. IN GENERAL, GAZETTEERS COULD SIMPLY BE LISTS OF PHRASES THAT COULD BE CORRELATED WITH THE NAME-CLASSES OF INTEREST.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Gazetteers</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENG, MUC6</td>
<td>PER: list of top 1000 people’s first and last names from the US census bureau. ORG: Forbes’ 500 list in 2003, list of football clubs. LOC: list of countries, capitals. O: 500 most frequent words in the ENG corpus, Monday to Sunday, January to December, prepositions and verbs.</td>
</tr>
<tr>
<td>ENG</td>
<td>MISC: list of nationalities.</td>
</tr>
<tr>
<td>DEU</td>
<td>PER, ORG, LOC, MISC: name lists provided at CoNLL 2003 shared task. O: 100 most frequent words in the DEU corpus, and 50 common German nouns.</td>
</tr>
<tr>
<td>TWIT</td>
<td>PER: The PER gazetteer for ENG, plus a list of people names from Wikipedia. ORG: The ORG gazetteer for ENG, plus the relevant lists from twitter_nlp website. LOC: The LOC gazetteer for ENG, plus the relevant lists from twitter_nlp website. O: The O gazetteer for ENG, plus words occurring more than 5 times in the TWIT data set and lists from the twitter_nlp website.</td>
</tr>
<tr>
<td>RECAAP</td>
<td>VES: top 500 ship names from a maritime database. O: the O gazetteer for ENG, plus 100 most frequent words in the RECAAP data.</td>
</tr>
</tbody>
</table>

only if it is an exact match of the corresponding entity in the ground truth (segmented at the same boundaries), and predicted to be of the same name-class.

Our system, as it is implemented, would be unable to segment consecutive entities of the same name-class. For example, in the phrase

Benjamin Netanyahu vowed to retain the Golan Heights [LOC] Israel [LOC] captured from Syria [LOC],

our system can only segment

Golan Heights Israel [LOC]

as a single named entity. For the CoNLL task, such a segmentation will be scored as wrong against the ground truth that is annotated in the ENG data. One common way to address this problem is to augment the alphabet of the labels with classes to mark the beginning of a name-class [23]. For example, the PER class will be broken into two separate classes: B-PER for the first word of a PER entity, and I-PER for subsequent words. However, this will double the number of name-classes, making inference in the linear chain more expensive. (Inference is quadratic in the number of classes.) As such cases of continuous entities of the same class are very rare, we used the simple label representation without distinguishing between first and subsequent words.

B. Results and Discussion

We tabulate the results comparing SCRF with the dual decomposition approach on the five data sets in the Tables IV to VIII. First, we compare our results with previous published results on the ENG and DEU testb data set, shown in Table IV for ENG and Table V for DEU. The dual decomposition approach achieves 87.80% on the ENG testb data, and 71.34% on the DEU testb data. This is close to the results of the top system in the CoNLL 2003 shared task, which achieved 88.76% and 72.41% on the ENG and the DEU testb data respectively [24]. As the CoNLL 2003 shared task is a competition and competitors are allowed to use external resources, the top system in CoNLL 2003 shared task [24] used a classifier combination approach that combines NER classifiers that are trained with additional more generally annotated data. Our results also compare favorably with the results of Finkel et al. [7], who reported an improvement from 85.51% to 86.86% on the ENG testb data set with their factored model.

From the tables, we see that the dual decomposition approach outperforms SCRF on all data sets except TWIT. We postulate that in the tweets in the TWIT data, the local consistency information may be less important. Tweets are limited in length, and within the same tweet, the same word is unlikely to occur twice. Although we chain all identical words in the entire test set, the phenomenon of label consistency for identical words may not be as strongly manifest in tweets as it is in newswire articles.

V. RELATED WORK

The NER task is an important task in natural language processing, and the availability of benchmark NER data sets such as the MUC6 data [1] and the CoNLL 2003 shared task data [3] have resulted in a large number of recent papers published on this task. In MUC6, BBN’s hidden Markov model (HMM) based IdentifiFinder [4] achieved remarkably good performance. The Seventh Message Understanding Conference (MUC7) [25] has also seen hybrids of statistical NERs and hand-coded systems [5], [26], notably Mikheev et al. [26], which achieved the best performance of 93.39% on the official NER test data. MENE (Maximum Entropy Named Entity) [5] was combined with Proteus (a hand-coded system), and came in fourth among all MUC-7 participants. MENE without Proteus, however, did not do very well and only achieved an $F_1$-measure of 84.22% [5].

Since MUC6 and MUC7, the NER task are often defined to exclude the extraction of numerical entities such as DATE and PERCENTAGE. The CoNLL 2003 shared task [3], for example, defined the NER task as the extraction of four name-classes, namely PERSON, ORGANIZATION, LOCATION...
and MISCELLANEOUS. The addition of the MISCELLANEOUS class reflects the fact that there are names which do not belong to the conventional name-classes, and which could be important in practice. Sekine et al. [27] went on to define an extended named entity hierarchy comprising of 150 named entity classes. NER has also found applications in the medical domain, where NER is defined to be the task of recognizing names belonging to classes such as protein, DNA, RNA, cell line and cell type [28].

Most published machine learning NER systems only use local contextual information as features, with a few notable exceptions. Mikheev et al. [26] made use of information from the whole document, using a hybrid of hand-coded rules and machine learning methods. Another attempt at using label consistency information can be found in [5], where Borthwick used an additional maximum entropy classifier that tries to correct mistakes by using reference resolution (finding words that co-refer to the same entity). Chieu and Ng [8] defined additional features for each word taken that are derived from other occurrences of the same word in the document. This approach has the advantage of allowing the training procedure to automatically learn good weightings for these global features relative to the local ones. However, they did not couple the prediction of identical words. Finkel et al. [7] coupled the prediction of identical words by combining two sequence model into a factored sequence model. However, as they noted in their paper, their factored model generates the label sequence twice. In this paper, we formulated a dual decomposition approach that combines a local and a non-local model, and we showed in our experiments that we achieved better results than [7] on the CoNLL English testb data set.

The dual decomposition [29] approach has recently been applied to a number of natural language processing tasks such as dependency parsing [12]. In many common natural language problems, richer models tend to perform better but the decoding process for rich models tend to be expensive or intractable. Dual decomposition can be applied in such cases as a fast approximate algorithm that could provide certificates of optimality. The dual decomposition approach consists of first decomposing a complicated optimization problem into tractable sub problems, and then combining the solutions of the sub problems iteratively into a “better” solution. In natural language processing, it has recently been applied to combining parsing and part-of-speech tagging [10], syntactic machine translation [30], symmetirc HMM alignment [31], and high-order non-projective dependency parsing [11]. In this paper, we apply the dual decomposition approach for decoding in the NER problem, and we show that it outperforms the baseline sentence-based conditional random field model.

VI. CONCLUSION

The use of graphical models in structured prediction problems have shown to be effective in many areas. One problem with learning using structured prediction models is that inference in the graphical model becomes easily intractable when the graph structure contains loops [9]. The dual decomposition

| TABLE IV | PRECISION (PRE), RECALL (REC) AND $F_1$-MEASURE ($F_1$) FOR EACH NAME-CLASS FOR THE ENG testb DATA SET. |
| Data   | SCRF | Dual Decomposition |
|        | Pre  | Rec  | $F_1$ | Pre  | Rec  | $F_1$ |
| LOC    | 90.89 | 90.67 | 90.78 | 90.54 | 90.97 | 90.76 |
| MISC   | 81.71 | 77.34 | 79.47 | 81.97 | 79.37 | 80.65 |
| ORG    | 82.86 | 80.25 | 81.53 | 83.65 | 82.49 | 83.06 |
| PER    | 90.50 | 91.34 | 90.92 | 91.50 | 94.56 | 93.00 |
| All    | 87.37 | 86.16 | 86.76 | 87.81 | 88.08 | 87.94 |

| TABLE V | PRECISION (PRE), RECALL (REC) AND $F_1$-MEASURE ($F_1$) FOR EACH NAME-CLASS FOR THE DEU testb DATA SET. |
| Data   | SCRF | Dual Decomposition |
|        | Pre  | Rec  | $F_1$ | Pre  | Rec  | $F_1$ |
| LOC    | 80.28 | 67.25 | 73.19 | 80.94 | 68.50 | 74.20 |
| MISC   | 75.98 | 47.26 | 58.27 | 76.59 | 47.87 | 58.91 |
| ORG    | 78.55 | 55.89 | 65.31 | 78.84 | 56.40 | 65.76 |
| PER    | 91.55 | 68.15 | 78.14 | 88.51 | 70.41 | 78.43 |
| All    | 82.97 | 61.55 | 70.68 | 82.46 | 62.87 | 71.34 |

| TABLE VI | PRECISION (PRE), RECALL (REC) AND $F_1$-MEASURE ($F_1$) FOR EACH NAME-CLASS FOR THE MUC6 DATA SET. |
| Data   | SCRF | Dual Decomposition |
|        | Pre  | Rec  | $F_1$ | Pre  | Rec  | $F_1$ |
| LOC    | 80.08 | 80.69 | 80.38 | 80.00 | 80.31 | 80.15 |
| MISC   | 88.21 | 71.37 | 78.90 | 87.99 | 74.25 | 80.54 |
| PER    | 91.50 | 94.65 | 93.05 | 92.49 | 96.56 | 94.48 |
| All    | 88.00 | 79.53 | 83.55 | 88.22 | 81.66 | 84.81 |

| TABLE VII | PRECISION (PRE), RECALL (REC) AND $F_1$-MEASURE ($F_1$) FOR EACH NAME-CLASS FOR THE TWIT DATA SET. |
| Data   | SCRF | Dual Decomposition |
|        | Pre  | Rec  | $F_1$ | Pre  | Rec  | $F_1$ |
| ORG    | 92.00 | 34.33 | 50.00 | 96.30 | 38.81 | 55.32 |
| LOC    | 82.69 | 34.68 | 48.66 | 85.71 | 33.87 | 48.55 |
| PER    | 71.57 | 43.71 | 54.28 | 70.00 | 41.92 | 52.43 |
| All    | 77.65 | 38.83 | 51.77 | 78.41 | 38.55 | 51.69 |

| TABLE VIII | PRECISION (PRE), RECALL (REC) AND $F_1$-MEASURE ($F_1$) FOR EACH NAME-CLASS FOR THE RECAAP DATA SET. |
| Data   | SCRF | Dual Decomposition |
|        | Pre  | Rec  | $F_1$ | Pre  | Rec  | $F_1$ |
| VES    | 88.78 | 80.00 | 84.16 | 88.31 | 81.89 | 84.98 |
| All    | 88.78 | 80.00 | 84.16 | 88.31 | 81.89 | 84.98 |
approach has been shown to be effective as an approximate approach for structured prediction in many problems [10]–[12]. In this paper, we applied the dual decomposition approach to combine local and non-local information for the NER task. Empirically, we show that this approach outperforms the sentence based NER system in four out of five data sets. In the TWIT data set where dual decomposition approach fails to improve performance, we postulate that the reason is due to the fact that label consistency information is less important for tweets than for other kinds of texts.
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