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Abstract — We consider a distributed consensus problem where a set of agents want to agree on a common value through local computations and communications. We assume that agents communicate over a network with time-varying topology and noisy communication links. We are interested in the case when the link noise is independent in time, and it has zero mean and bounded variance. We present and study an iterative algorithm with a diminishing stepsize. We show that the algorithm converges in expectation and almost surely to a “random” consensus, and we characterize the statistics of the consensus. In particular, we give the expected value of the consensus and provide an upper bound on its variance.
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1 Introduction

One of the basic problems arising in distributed coordination and control is the consensus problem, also known as the agreement problem. Such a problem arises in a number of applications including decentralized coordination of UAV’s, resource allocation among heterogeneous agents in large-scale networks, and information processing and estimation in sensor networks. In a consensus problem, we have a set of agents each of which has some different initial value (a scalar or a vector). The objective is to develop a distributed and local algorithm that the agents can execute to align their values (agree on a common value). The algorithm needs to be local in the sense that each agent can perform local computations and communicate only with its immediate neighbors.

*This research is supported by the National Science Foundation under CAREER grant CMMI 07-42538.

In this paper, we consider a consensus problem over a network with directed and noisy communication links. We study the case when the network topology is dynamically changing and each agent uses time-varying weights to combine its value with the incoming values from a (time-varying) set of its immediate neighbors. In addition, the agents use a diminishing stepsize to attenuate the effects of the noise in the incoming information. Under a frequent network connectivity assumption and some standard assumptions on the stepsize, we show that the agents reach a random consensus in expectation and almost surely. The convergence in expectation is primarily used in computing the expected value of the almost sure limit. We further characterize the statistics of the random consensus by providing a bound on its variance.

The work in this paper is closely related to [11, 12, 13, 16], where consensus over noisy links have been considered. Unlike [11, 12, 13], where a network with a static topology is considered, we consider a network with a dynamically changing topology. In [16], a consensus problem is considered over a network with noisy links and random link failures for a class of networks where the “underlying expected” connectivity model is symmetric and undirected. Furthermore, all agents use the same weights for the incoming information. In contrast with [16], we study exclusively the impact of link noise for a network with a general connectivity structure (not necessarily symmetric and directed) and more general agents’ weights (not necessarily uniform). In our analysis, we use a supermartingale convergence combined with the recent results on distributed averaging of [22], which allows for elegant proofs and insights.

Also related is the more general work on decentralized computational models [39, 41, 40, 18]
(see also, [2]); the literature on distributed coordination and control, and self-organized systems [42, 14, 6, 10, 28, 7, 29, 30, 5, 21, 38, 37, 1, 43, 20]; the effects of delay, quantization and link failure [17, 9, 8, 3, 4, 31]; and consensus-based distributed optimization with various effects [23, 26, 27, 15, 33, 34, 36, 19, 35].

The rest of this paper is organized as follows. In Section 2, we describe the model and an iterative algorithm for reaching consensus over a dynamically changing network with noisy communication links. In Section 3, we study convergence of the algorithm in expectation and almost surely. We also characterize the statistics of the resulting random consensus. Section 4 contains our concluding remarks and some future directions of this work.

**Notation and Basic Notions.** We view all vectors as columns. For a vector $x$, we write $x_i$ or $[x]_i$, to denote its $i$th entry. We write $x^T$ to denote the transpose of a vector $x$, and we write $x^T y$ to denote the inner product of vectors $x$ and $y$. We use $\|x\|$ to denote the standard Euclidean vector norm i.e., $\|x\| = \sqrt{\sum_i x_i^2}$.

We use $e_i$ to denote the vector with $i$th entry equal to 1 and all other entries equal to 0. We write $e$ to denote a vector with all entries equal to 1. We use $I$ to denote the identity matrix. We write $A^T$ to denote the transpose of a matrix $A$. For a matrix $A$, we write $a_{ij}$ or $[A]_{ij}$ to denote the element in $i$th row and $j$th column.

A vector $a$ is said to be stochastic when its components $a_i$ are nonnegative and $\sum_i a_i = 1$. A square matrix $A$ is said to be stochastic when each row of $A$ is a stochastic vector, and it is said to be doubly stochastic when both $A$ and $A^T$ are stochastic.

## 2 Distributed Model

In this section, we describe our problem of interest and provide some preliminary results.

### 2.1 Problem Formulation

We consider an averaging consensus problem among a set of agents over a network with noisy communication links and time varying topology. We assume that there are $m$ agents, indexed by $1, \ldots, m$, and each agent has an initial\(^1\) estimate $x_i(0) \in \mathbb{R}$.

Each agent updates its estimate at discrete times $t_k$, $0 = 1, 2, \ldots$. We denote by $x_i(k)$ the estimate of agent $i$ at time $t_k$. When updating, an agent $i$ combines its current estimate with the noisy estimates received from its neighboring agents. Specifically, agent $i$ updates its estimates by setting

$$x_i(k + 1) = x_i(k) - \alpha_k \sum_{j \in N_i(k)} w_{ij}(k) (x_i(k) - x_j(k) - \zeta_{ij}(k)), \quad (1)$$

where $N_i(k)$ is the set of neighbors communicating with agent $i$ at time $t_k$. The scalar $\alpha_k$ is a stepsize with $\alpha_k > 0$ which is introduced to attenuate the effect of the noise, while the scalars $w_{ij}(k)$ are positive weights. The term $x_i(k) + \zeta_{ij}(k)$ represents a noisy estimate that agent $i$ receives from its neighboring agent $j$, with $\zeta_{ij}(k)$ being the random noise on directed link $(j, i)$ at time $t_k$. The time varying network topology is captured through the use of time varying sets $N_i(k)$ of agent neighbors. As seen from (1), the agents assign link-dependent time varying weights $w_{ij}(k)$ to the incoming information.

For the weights $w_{ij}(k)$, we assume that

$$w_{ij}(k) > 0 \quad \text{for all } j \in N_i(k), \text{ all } i \text{ and } k, \quad (2)$$

$$\sum_{j \in N_i(k)} w_{ij}(k) < 1 \quad \text{for all } i \text{ and } k. \quad (3)$$

For notational convenience, we define

$$w_{ii}(k) = 1 - \sum_{j \in N_i(k)} w_{ij}(k) > 0, \quad w_{ij}(k) = 0 \quad \text{iff } j \notin N_i(k) \text{ and } j \neq i,$$

where $w_{ii}(k)$ is positive in view of (2). We use these weights to give a more compact description of the evolution of the estimates $x_i(k)$ generated by (1). In particular, we re-write Eq. (1) as follows

$$x_i(k + 1) = x_i(k) - \alpha_k \sum_{j \neq i} w_{ij}(k) (x_i(k) - x_j(k)) + \alpha_k \xi_i(k), \quad (4)$$

where $\xi_i(k)$ is the total noise that affects the information incoming to agent $i$ at time $k$, given by

$$\xi_i(k) = \sum_{j \neq i} w_{ij}(k) \zeta_{ij}(k). \quad (5)$$

---

\(^1\)Our model is applicable to a more general case where the agent estimates $x_i(k)$ are vectors. In this case, our analysis can be applied component-wise.
From relations (3) and (4), we have
\[ x_i(k + 1) = x_i(k) - \alpha_k \sum_{j \neq i} w_{ij}(k)x_j(k) + \alpha_k \sum_{j \neq i} w_{ij}(k)x_j(k) + \ldots \leq V(z(k)) \text{ for all } k \geq 0, \]
\[ \text{See also a short conference paper [24].} \]
\[ \text{But under a weaker assumption than Assumption 2.} \]

By introducing the matrix \( W(k) \) whose entries are \( w_{ij}(k) \) as given in (2)–(3), we can write the preceding relation compactly as follows:
\[ x(k + 1) = A(k)x(k) + \alpha_k \xi(k), \quad (7) \]
where \( A \) is the matrix given by
\[ A(k) = (1 - \alpha_k)I + \alpha_k W(k), \quad (8) \]
the vector \( x(k) \in \mathbb{R}^m \) has entries \( x_i(k) \), and the vector \( \xi(k) \in \mathbb{R}^m \) has entries \( \xi_i(k) \) defined in (5).

In our subsequent development, we use transition matrices to capture the evolution of estimates \( x(k) \) over a period of time. In particular, we define the transition matrix \( \Phi(k,s) \) for any \( s \) and \( k \) with \( k \geq s \), as follows:
\[ \Phi(k,s) = A(k)A(k-1)\cdots A(s+1)A(s). \quad (9) \]
Using these transition matrices, from relation (7) we can relate the estimate \( x(k + 1) \) to the estimate \( x(s) \) for any \( s \leq k \), as follows:
\[ x(k + 1) = \Phi(k,s)x(s) + \sum_{t=s}^{k} \alpha_t \Phi(k,t + 1)\xi(t), \quad (10) \]
where \( \Phi(k,k + 1) = \alpha_k I \). As seen from the preceding relation, the asymptotic behavior of the estimates \( x(k) \) is closely related to the convergence behavior of the transition matrices \( \Phi(k,s) \). In our analysis, we consider the case when the weight matrices \( W(k) \) are doubly stochastic and have a uniform lower bound on their positive entries.

**Assumption 1.** The matrices \( W(k) \) are doubly stochastic. Furthermore, there is a scalar \( \eta > 0 \) such that if \( w_{ij}(k) > 0 \), then \( w_{ij}(k) \geq \eta \).

In view of relation (8), when \( W(k) \) is doubly stochastic, the matrix \( A(k) \) is also doubly stochastic for any \( \alpha_k \in [0,1] \). Consequently, each transition matrix \( \Phi(k,s) \) is doubly stochastic. Furthermore, when the matrix \( W(k) \) has positive entries bounded away from zero by \( \eta \), the matrix \( A(k) \) has its positive entries bounded away from zero by \( \alpha_k \eta \). In particular, by (8), we have
\[ [A(k)]_{ij} \geq \alpha_k \eta \quad \text{whenever } [A(k)]_{ij} > 0. \quad (11) \]

In our analysis, we will use some results for the doubly stochastic matrices established\(^2\) in [22]. For this, we need the agent network to be connected over time. At each time \( t_k \), the agents’ connectivity can be represented by a directed graph \( (V,E(W(k))) \), where \( V = \{1, \ldots , m\} \) and \( E(W) \) is the set of directed edges induced by the positive entries of a matrix \( W \), i.e., \((j,i) \in E(W)\) whenever \( w_{ij} > 0 \), including self-edges \((i,i)\). We assume that the agents are connected frequently enough to persistently influence each other.

**Assumption 2.** There exists an integer \( B \geq 1 \) such that the directed graph
\[ (V,E(W(kB)) \cup E(A(kB + 1)) \cup E(A(kB + 2)) \cup \ldots \cup E(W((k + 1)B - 1))) \]
is strongly connected for all \( k \geq 0 \).

When the matrices \( W(k) \) satisfy Assumption 1, the matrix \( A(k) = (1 - \alpha_k)I + \alpha_k W(k) \) with \( \alpha_k \in (0,1) \) induces the same directed graph as the matrix \( W(k) \), i.e., \( E(A(k)) = E(W(k)) \) for all \( k \). Thus, for any \( \alpha_k \in (0,1) \), when the matrices \( W(k) \) satisfy Assumptions 1–2, so do the matrices \( A(k) \).

### 2.2 Preliminary Results

Consider a rule of the form
\[ z(k + 1) = A(k)z(k), \quad (12) \]
where \( z(0) \in \mathbb{R}^m \) is an arbitrary initial vector. For \( z \in \mathbb{R}^m \), let us define:
\[ \mathcal{V}(z) = (z - \bar{z}e)^T(z - \bar{z}e), \quad (13) \]
where \( \bar{z} = \frac{1}{m}z^Te \) is the mean of the vector \( z \). The following result has been established in [22], Lemma 5 for the case when \( A(k) \) is given by (8) with\(^3\) \( \alpha_k = 1 \) for all \( k \).

**Lemma 1.** Let Assumptions 1 and 2 hold. Let the sequence \( \{z(k)\} \) be generated by (12) with \( A(k) \) given by (8), where \( \alpha_k = 1 \) for any \( k \). Then,
\[ \mathcal{V}(z(k)) \text{ is non-increasing in } k, \]
\[ \mathcal{V}(z(k + 1)) \leq \mathcal{V}(z(k)) \quad \text{for all } k \geq 0, \]
\[ ^2 \text{See also a short conference paper [24].} \]
\[ ^3 \text{But under a weaker assumption than Assumption 2.} \]
and we have for any initial vector \( z(0) \in \mathbb{R}^m \) and any \( k \geq 0 \), we have
\[
V(z((k + 1)B)) \leq \left( 1 - \frac{\eta}{2m^2} \right) V(z(kB)).
\]

Using Lemma 1, it can be seen that we have for all \( k \) and \( s \) with \( k \geq s \geq 0 \),
\[
V(z(k)) \leq \left( 1 - \frac{\eta}{2m^2} \right)^{k-s+1} V(z(s)). \tag{14}
\]

The following result extends Lemma 1 to a general choice of \( \alpha_k \)’s.

**Lemma 2.** Let Assumptions 1 and 2 hold. Let the sequence \( \{z(k)\} \) be generated by (12) with \( A(k) \) given by (8), where \( \alpha_k \in (0, 1) \) for all \( k \). Then, \( V(z(k)) \) is non-increasing in \( k \),
\[
V(z(k + 1)) \leq V(z(k)) \quad \text{for all } k \geq 0,
\]
and we have\(^4\) for any vector \( z(0) \in \mathbb{R}^m \) and \( k \geq 0 \),
\[
V(z((k + 1)B)) \leq \left( 1 - \frac{\mu_k \eta}{2m^2} \right) V(z(kB)),
\]
where \( \mu_k = \min_{kB \leq t < (k + 1)B} \{\alpha_t\} \).

The preceding result can be seen by following the line of the proof of Lemmas 4 and 5 in [22], and by using relation (11).

We now introduce a condition on the stepsize \( \alpha_k \) in algorithm (7)–(8). In particular, let the stepsize satisfy the following.

**Assumption 3.** The sequence \( \{\alpha_k\} \) is non-increasing with \( \alpha_k \in (0, 1] \) for all \( k \) and
\[
\sum_{k=0}^{\infty} \alpha_k = \infty.
\]

Using Lemma 2, we have the following result.

**Lemma 3.** Let Assumptions 1–3 hold. Let the sequence \( \{z(k)\} \) be generated by (12) with \( A(k) \) given by (8). Then, we have
\[
\lim_{k \to \infty} V(z(kB)) = 0,
\]
implying that \( \lim_{k \to \infty} z_i(k) = \bar{z}(0) \) for all \( i \).

**Proof.** Based on Lemma 2, we have
\[
V(z(kB)) = \prod_{h=0}^{k} \left( 1 - \frac{\mu_h \eta}{2m^2} \right) V(z(0)) \\
\leq e^{-\frac{\eta}{2m^2} \sum_{h=0}^{k} \mu_h} V(z(0)).
\]

Under Assumption 3, we have
\[
\sum_{h=0}^{k} \mu(h) = \sum_{h=0}^{k} \alpha(hB).
\]

Furthermore, we have \( \sum_{h=0}^{\infty} \alpha(hB) = \infty \) since \( \sum_{h=0}^{\infty} \alpha_h = \infty \). Hence, \( \lim_{k \to \infty} V(z(kB)) = 0 \). By Lemma 2, the sequence \( \{V(z(k))\} \) is nonincreasing, and therefore, \( \lim_{k \to \infty} V(z(k)) = 0 \). The rest follows by the definition of \( V \) in (13) and observing that \( \bar{z}(k) = \bar{z}(0) \) in view of the doubly stochasticity of the matrices \( A(k) \). Q.E.D.

Lemma 3 shows that the averaging algorithm (7)–(8), in the absence of noise (i.e., \( \xi(k) \equiv 0 \)), converges to the average \( \bar{x}(0) \) of the agent initial values. Thus, the averaging algorithm converges even when the matrices \( A(k) \) may have positive entries decreasing to zero at a “slow” enough rate (i.e., at rate such that \( \sum_{k} \alpha_k = \infty \)). This extends the known results for convergence of such algorithms which typically assume that all the entries of the weight matrix \( A(k) \) have to bounded away from zero uniformly in time\(^5\).

### 2.3 Link Noise

In this section, we discuss the assumptions we impose on the noise. In particular, we use the following.

**Assumption 4.** Assume that:

(a) The link noise is zero mean, i.e., for all \( 1 \leq i \leq m \) and \( k \geq 0 \),
\[
E[\xi_{ij}(k)] = 0 \quad \text{for all } j \in N_i(k).
\]

(b) The noise across links and time has uniformly bounded variance,
\[
E[\xi_{ij}^2(k)] \leq \sigma^2
\]
for all \( j \in N_i(k), 1 \leq i \leq m \) and \( k \geq 0 \).

(c) The noise is independent\(^6\) across time: for all \( k \) and \( t \) with \( k > t \),
\[
E[\xi_{ij}(k)\xi_{\ell\alpha}(t)] = 0,
\]
for all \( j \in N_i(k), \ell \in N_t(t) \), and all \( i \) and \( \ell \).

(d) The initial vector \( x(0) \) is random with finite expectation and covariance.

\(^4\)In fact, it can be seen that \( V(z((k + 1)B)) \leq \left( 1 - \frac{\mu_k \eta}{m^2} \right) V(z(kB)) \) when \( \alpha_k \leq \frac{1}{2} \) for all \( k \).

\(^5\)See for example [39, 14, 25, 4, 27].

\(^6\)The noise independence is not crucial; it can be replaced by uncorrelated noise, which amounts to almost the same line of analysis.
In view of the preceding assumption, the aggregate noise $\xi_i(k)$ [cf. (5)] experienced at agent $i$ at time $k$ is also zero mean, and the random vectors $\xi(k)$ and $\xi(k')$ are independent for $k \neq k'$.

By the definition of $\xi_i(k)$ and Assumption 4(b), we have

$$|E[\xi_i(k)\xi_j(k)]| \leq \sum_{\ell \neq i, \ell \neq j} w_{i\ell}(k)w_{j\ell}(k)|E[\xi_i(k)\xi_j](k)|$$

$$\leq \sigma^2 \sum_{\ell \neq i} w_{i\ell}(k) \sum_{\ell \neq j} w_{j\ell}(k).$$

Furthermore, by (2) and (3), it follows

$$|E[\xi_i(k)\xi_j(k)]| \leq \sigma^2(1 - w_{ii}(k))(1 - w_{jj}(k)).$$

Thus, since the positive entries of the matrix $W(k)$ are bounded away from zero by $\eta$ [cf. Assumption 1], we have for all $i, j$ and all $k$,

$$|E[\xi_i(k)\xi_j(k)]| \leq \sigma^2(1 - \eta^2). \quad (15)$$

3 Convergence Results

We study the convergence of the method in expectation and almost surely.

3.1 Convergence in Expectation

For a stepsize satisfying Assumption 3, we show that the algorithm converges in expectation to the average of the vector $E[x(0)]$.

**Lemma 4.** Let Assumptions 1–4 hold. Then, for the iterates generated by the averaging algorithm in (7)–(8), we have for all $i$,

$$\lim_{k \to \infty} E[x_i(k)] = \frac{1}{m} \sum_{j=1}^{m} E[x_j(0)].$$

**Proof.** By taking the expectation in relation (7) and using the zero mean noise assumption, we obtain

$$E[x(k + 1)] = A(k)E[x(k)] \quad \text{for all } k.$$  

Define $z(k) = E[x(k)]$ and note that $z(k)$ satisfies

$$z(k + 1) = A(k)z(k) \quad \text{for all } k.$$  

The result now follows by applying Lemma 3. Q.E.D.

**Remark:** The result of Lemma 4 holds for a constant stepsize i.e., $\alpha_k = \alpha$ for all $k$ and some $\alpha \in (0, 1]$, since such a stepsize satisfies the conditions of Assumption 3.

3.2 Almost Sure Convergence

In this section, we investigate almost sure convergence of the method. This requires a typical assumption that the sum of the squared stepsize values, $\sum_{k=0}^{\infty} \alpha_k^2$, is finite, which accommodates the use of a standard supermartingale result. The following supermartingale result is due to Robbins and Siegmund, and can be found in [32], Chapter 2, Lemma 11.

**Theorem 1.** Let $v_k, u_k, a_k$ and $b_k$ be nonnegative random variables such that almost surely

$$E[v_{k+1} | F_k] \leq (1 + a_k)v_k - u_k + b_k \quad \text{for all } k,$$

$$\sum_{k=0}^{\infty} a_k < \infty, \quad \sum_{k=0}^{\infty} b_k < \infty,$$

where $E[v_{k+1} | F_k]$ denotes the conditional expectation for the given filtration $F_k$. Then, we have almost surely

$$\lim_{k \to \infty} v_k = v, \quad \sum_{k=0}^{\infty} u_k < \infty,$$

where $v \geq 0$ is some random variable with finite mean.

Throughout this paper, we consider the $F_k$ to be the natural filtration of the process.

Using the preceding result, we first show that the averages of the iterates $x(k + 1)$ converge almost surely.

**Lemma 5.** Let Assumptions 1–4 hold. Also, assume that the stepsize $\alpha_k$ is such that $\sum_{k=0}^{\infty} \alpha_k^2 < \infty$. Then, for the average vectors $\bar{x}(k) = \frac{1}{m} \sum_{j=1}^{m} x_j(k)$ of the iterates $x(k)$ generated by the algorithm in (7)–(8), we have

$$\lim_{k \to \infty} \bar{x}(k) = \gamma,$$

where $\gamma$ is a scalar random variable. The mean $E[\gamma]$ is given by

$$E[\gamma] = \frac{1}{m} \sum_{i=1}^{m} E[x_i(0)],$$

and the variance of $\gamma$ is bounded as follows

$$\text{Var}(\gamma) \leq \max_i \text{Var}(x_i(0)) + \sigma^2(1 - \eta^2) \sum_{k=0}^{\infty} \alpha_k^2.$$  

**Proof.** By taking the average of both sides in relation (7) and by using the doubly stochasticity of $A(k)$, we obtain

$$\bar{x}(k + 1) = \bar{x}(k) + \alpha_k \xi(k) \quad \text{for all } k,$$
where $\xi(k) = \frac{1}{m} \sum_{j=1}^{m} \xi_j(k)$. Hence, by subtracting an arbitrary scalar $c$ from both sides in the preceding expression, and letting $y(k) = \bar{x}(k) - c$, we have almost surely for all $k$,
\[
y(k + 1) = y(k) + \alpha_k \bar{x}(k).
\]

Let $F_k$ denote the history of the method (7)–(8) up to time $k$. i.e., $F_k = \sigma(x(0), \xi(0), \ldots, \xi(k))$. By taking squares and the conditional expectation on $F_k$, we obtain almost surely for all $k$,
\[
E[y^2(k + 1) | F_k] = y^2(k) + 2\alpha_k y(k) E[\bar{x}(k)] + \alpha_k^2 E[\bar{x}^2(k)].
\]

Using the zero mean noise assumption, we have $E[\bar{x}(k)] = 0$. By uniformly bounded noise variance assumption, i.e., using (15)], we can see that $\max_k E[\bar{x}^2(k)] \leq \sigma^2(1 - \eta)^2$. Therefore, almost surely we have for all $k$,
\[
E[y^2(k + 1) | F_k] \leq y^2(k) + \alpha_k^2 \sigma^2(1 - \eta)^2. \tag{16}
\]

We now apply Theorem 1 with $v_k = y^2(k)$, $a_k = 0$ and $b_k = \alpha_k^2 \sigma^2(1 - \eta)^2$. We note that since $\sum_{k=0}^{\infty} a_k^2 < \infty$, the conditions of the theorem are satisfied, and therefore it follows that the variable $y^2(k) = (\bar{x}(k) - c)^2$ converges almost surely for any $c \in \mathbb{R}$. This, however, implies that $\bar{x}(k)$ converges almost surely to a scalar random variable, say $\gamma$.

By Lemma 4, we have $\lim_{k \to \infty} E[x_i(k)] = \frac{1}{m} \sum_{j=1}^{m} E[x_j(0)]$, implying that
\[
\lim_{k \to \infty} E[\bar{x}(k)] = \frac{1}{m} \sum_{j=1}^{m} E[x_j(0)].
\]

Since $\lim_{k \to \infty} \bar{x}(k) = \gamma$ almost surely, it follows that $\lim_{k \to \infty} E[\bar{x}(k)] = E[\gamma]$, and consequently, $E[\gamma] = \frac{1}{m} \sum_{j=1}^{m} E[x_j(0)]$.

By taking the expectation in (16), we can see that
\[
E[y^2(k + 1)] \leq E[y(0)^2] + \sigma^2(1 - \eta)^2 \sum_{t=0}^{k} \alpha_t^2.
\]

Since $y(k) = \bar{x}(k) - c$ with arbitrary $c$ and, as shown above, $\bar{x}(k)$ converges almost surely to $\gamma$, by Fatou’s lemma it follows that
\[
E[\gamma^2] \leq \liminf_{k \to \infty} E[y^2(k + 1)] \leq E[(\bar{x}(0) - c)^2] + \sigma^2(1 - \eta)^2 \sum_{t=0}^{\infty} \alpha_t^2, \tag{17}
\]

where the last term is finite by our assumption on the stepsize. Letting $c = E[\gamma]$, we obtain
\[
\text{Var}(\gamma) = E[(\gamma - E[\gamma])^2] \leq E[(\bar{x}(0) - E[\gamma])^2] + \sigma^2(1 - \eta)^2 \sum_{t=0}^{\infty} \alpha_t^2.
\]

Since $E[\gamma] = \frac{1}{m} \sum_{j=1}^{m} E[x_j(0)]$, it can be seen that
\[
E[(\bar{x}(0) - E[\gamma])^2] \leq \max \text{Var}(x_i(0)).
\]

By combining the preceding two relations, we obtain the given bound on variance of $\gamma$. Q.E.D.

We now show that actually the iterates $x(k)$ converge almost surely to the random vector $\gamma e$.

**Proposition 2.** Let Assumptions 1–4 hold. Also, let the stepsize $\alpha_k$ be such that $\sum_{k=0}^{\infty} \alpha_k^2 < \infty$. Then, the iterates $x(k)$ generated by the algorithm in (7)–(8) converge almost surely to the random vector $\gamma e$, i.e., we have almost surely
\[
\lim_{k \to \infty} x_i(k) = \gamma \quad \text{for all } i,
\]

where $\gamma$ is the random variable established in Lemma 5.

**Proof.** We start by considering the subsequence $\{x(kB)\}$ and showing that this subsequence has the desired convergence property. Then, we show that the whole sequence $\{x(k)\}$ exhibits the same convergence behavior as the subsequence $\{x(kB)\}$.

From the relation in (10), we have
\[
x((k + 1)B) = \Phi((k + 1)B - 1, kB)x(kB) + \sum_{t=kB}^{(k+1)B-1} \alpha_t \Phi((k + 1)B - 1, t + 1)\xi(t).
\]

Being a product of doubly stochastic matrices, $\Phi(k, s)$ is a doubly stochastic matrix for any $k$ and $s$ [see (9)]. Using this, and taking the average of the vectors on both sides in the preceding relation, we obtain
\[
\bar{x}((k + 1)B) = \bar{x}(kB) + \sum_{t=kB}^{(k+1)B-1} \alpha_t \bar{\xi}(t).
\]

By combining the preceding two relations, we obtain
\[
x((k + 1)B) - \bar{x}((k + 1)B) = d((k + 1)B)
\]
\[
+ \sum_{t=kB}^{(k+1)B-1} \alpha_t (\Phi((k + 1)B - 1, t + 1)\xi(t) - \bar{\xi}(t)e),
\]
where
\[
d((k+1)B) = \Phi((k+1)B - 1, kB)x(kB) - \bar{x}(kB)e.
\]
By taking squared norms, and then the conditional expectation on the past \( F_{kB} \) (up to time \( kB \)), while using the zero mean and independence conditions on the noise, we further have almost surely for all \( k \),
\[
E[\|x((k+1)B) - \bar{x}((k+1)B)e\|^2 \mid F_{kB}] = \|d((k+1)B)\|^2 + \sum_{t=kB}^{(k+1)B-1} \alpha_t^2 E[\|S(k+1,t)\|^2].
\]
with
\[
S(k+1,t) = \Phi((k+1)B - 1, t)\xi(t) - \xi(t)e.
\]
Note that, in view of the definition of the function \( \mathcal{Y} \) in (13), the first term can be written as
\[
E[\|x((k+1)B) - \bar{x}((k+1)B)e\|^2 \mid F_{kB}] = E[\mathcal{Y}(x((k+1)B)) \mid F_{kB}].
\]
Note that in view of the doubly stochasticity of the matrix \( \Phi((k+1)B - 1, kB) \) the term \( d((k+1)B) \) has the form \( d((k+1)B) = y - \bar{y}e \) with \( y = \Phi((k+1)B - 1, kB)x(kB) \). Hence,
\[
\|d((k+1)B)\|^2 = \mathcal{Y}(\Phi((k+1)B - 1, kB)x(kB)).
\]
with \( y = \Phi((k+1)B - 1, kB)x(kB) \). In view of Lemma 2, where \( z(k+1)B = \Phi((k+1)B - 1, kB)x(kB) \), we have
\[
\mathcal{Y}(\Phi((k+1)B - 1, kB)x(kB)) \leq \left(1 - \frac{\mu_k \eta}{2m^2}\right) \mathcal{Y}(x(kB)),
\]
where \( \mu_k = \min_{kB \leq t < (k+1)B} \{\alpha_t\} = \alpha_{(k+1)B} \) by the nonincreasing property of the stepsize. By combining the preceding four relations, we see that almost surely for all \( k \),
\[
E[\mathcal{Y}(x((k+1)B)) \mid F_{kB}] \leq \left(1 - \frac{\alpha_{(k+1)B} \eta}{2m^2}\right) \mathcal{Y}(x(kB)) + \sum_{t=kB}^{(k+1)B-1} \alpha_t^2 E[\|S(k+1,t)\|^2].
\]
with
\[
S(k+1,t) = \Phi((k+1)B - 1, t)\xi(t) - \xi(t)e.
\]
By the assumption on bounded noise variance and by stochasticity of the matrices \( \Phi(k, a) \), we can see that \( E\left[\|S(k+1,t)\|^2\right] \) is bounded by some scalar \( \rho_1 \), implying
\[
E[\mathcal{Y}(x((k+1)B)) \mid F_{kB}] \leq \left(1 - \frac{\alpha_{(k+1)B} \eta}{2m^2}\right) \mathcal{Y}(x(kB)) + \sum_{t=kB}^{(k+1)B-1} \rho_1 \alpha_t^2.
\]
Using the identification
\[
v_k = \mathcal{Y}(x(kB)), \quad u_k = \frac{\alpha_{(k+1)B} \eta}{2m^2} \mathcal{Y}(x(kB)),
\]
we can see that all conditions of Theorem 1 are satisfied. By this theorem, it follows that almost surely
\[
\lim_{k \to \infty} \mathcal{Y}(x(kB)) = v, \tag{17}
\]
where \( v \geq 0 \) is a scalar random variable, and
\[
\sum_{k=0}^{\infty} \alpha_{(k+1)B} \mathcal{Y}(x(kB)) < \infty. \tag{18}
\]
Since \( \{\alpha_k\} \) is monotone and \( \sum_{k=0}^{\infty} \alpha_k = \infty \), we have \( \sum_{k=0}^{\infty} \alpha_{(k+1)B} = \infty \). Thus, from (18) it follows
\[
\lim \inf \mathcal{Y}(x(kB)) = 0 \quad \text{almost surely}, \tag{19}
\]
which together with relation (17) yields
\[
\lim_{k \to \infty} \mathcal{Y}(x(kB)) = 0 \quad \text{almost surely}. \tag{19}
\]
We now observe that the preceding analysis applies to any time-shifted subsequence of the form \( \{x(kB + T)\} \), where \( T \geq 0 \) is a fixed time-shift. This is the case since \( x(0) \) and \( \xi(t) \) have finite variances. Therefore, using the same argument as in the preceding, we can see that for all \( T \in [0, B-1] \),
\[
\lim_{k \to \infty} \mathcal{Y}(x(kB + T)) = 0 \quad \text{almost surely}.
\]
Hence, \( \lim_{k \to \infty} \mathcal{Y}(x(kB + T)) = 0 \) almost surely for any \( T \in [0, B-1] \). This result along with the result of Lemma 5, implying that \( \lim_{k \to \infty} x_i(k) = \gamma \) for all \( 1 \leq i \leq m \) almost surely. \textbf{Q.E.D.}

As shown in Proposition 2, the averaging method generates iterates \( x_i(k) \) converging almost surely to a random variable \( \gamma \). Lemma 5 provides the expectation of \( \gamma \) and a bound on its variance.

As one may observe from the proofs of Lemma 5 and Proposition 2, the independence condition for the noise from the past noise [cf. Assumption 4(c)] is not crucial. These results will hold if the independence condition of Assumption 4(c) is replaced by a weaker condition that the noise is conditionally independent on the past.
4 Conclusion

We have considered an iterative algorithm for reaching a consensus over a network with noisy links. We have studied the case when the agents use time-varying weights and a diminishing step-size rule. We showed that for a dynamically changing topology but frequently connected, the agents reach a consensus on a common random value in expectation and almost surely. We have also characterized the statistics of the random consensus. While the proposed algorithm is distributed, it does require that agents update simultaneously and coordinate the stepsize value. Our future work includes the development of iterative algorithms that will allow the agents to update asynchronously and use uncoordinated step sizes.
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