
30	 ISIF Perspectives On Information Fusion	 June 2016

Book Review

Bayesian Filtering and Smoothing 
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Cambridge University Press, Cambridge, UK 
ISBN: 978-1-107-61928-9, Paperback, 2013, 252 pages 
Reviewed by Lennart Svensson

B ayesian Filtering and Smoothing by Professor Simo 
Särkkä is an excellent contribution to the filtering and 
smoothing literature. It is very well written, accurate, 

and it covers essentially all the key techniques in the field in an 
elegant and pedagogical manner. Apart from being an outstand-
ing book, another advantage is that a soft copy (a PDF version) 
is freely available online from the homepage of the author.

The filtering and smoothing area is important, thanks to its 
wide applicability ranging from positioning, navigation, and 
control to brain imaging and audio signal processing. The field 
was long dominated by the Kalman filter and the extended Kal-
man filter, but has received many important contributions over 
the past 20 years, most of which are nicely explained in this 
book. Different types of sigma point techniques, such as un-
scented, Gauss-Hermite, and cubature filters, take up a central 
position. The book also covers particle filtering solutions as 
well as an introduction to Bayesian inference in general. How-
ever, considering that the book is relatively short it is only natu-
ral that it cannot cover everything and readers who are primar-
ily interested in multiple model filtering methods or solutions 
to the data association problems for target tracking should look 
for a different book.

An excellent feature of this book is how clearly it explains 
the relations between the many filtering and smoothing solu-
tions, by first outlining a general solution and later indicating 
how well-known filtering and smoothing algorithms try to ap-
proximate that. Doing so helps the reader to view many of the 
existing algorithms as instantiations of a single general solu-
tion, which is an essential perspective in order to understand 
and get a manageable overview of the field.

The chapters that deal with sigma point techniques for filter-
ing and smoothing are my favorite parts of this book, where the 
author clarifies both the motivations and the technical details 
behind existing algorithms. Presenting a clear summary of the 
sigma point techniques may sound like a small achievement, 
but considering that some early papers gave rise to significant 
misunderstanding of the theory, see, e.g., [1], [2], it is refreshing 
to read a text that does not leave any room for misconceptions. 
The chapters are further enhanced by the fact that the same ar-
guments and exposition are used first in the development of 
Gaussian filtering methods and later reused to obtain the corre-
sponding smoothing algorithms. A technical remark is that the 
author emphasizes the moment matching perspective on Gauss-
ian filtering, whereas the statistical linear regression motiva-
tion, see, e.g., [3], [4], is not mentioned.

Another important tool 
for nonlinear filtering is the 
family of particle filters, also 
known as sequential Monte 
Carlo or sequential impor-
tance resampling methods 
[5]. The book dedicates one 
chapter to particle filtering 
and another chapter to par-
ticle smoothing, in which the 
background theory and moti-
vations are nicely presented 
along with many of the key 
algorithms. These chapters 
are sufficiently detailed in or-
der to enable the reader to use 
particle filters and smoothers to solve a wide range of problems, 
but they are less complete than the corresponding chapters on 
Gaussian methods and do not attempt to cover all existing al-
gorithms. For instance, even though the book covers algorithms 
such as the Rao-Blackwellised particle filters, the reader is in-
stead referred to the literature in order to understand the details 
regarding the auxiliary particle filter.

Perhaps one of the most obvious proofs that I really like this 
book is that I have selected it to be the main literature in a Mas-
ters course named “Sensor fusion and nonlinear filtering” that I 
teach. The course is still fairly new and I have not yet received 
much feedback on the literature, though many students were 
grateful that they could download a soft copy for free.

Reading the book requires basic knowledge in statistics, calcu-
lus, and linear algebra and I would recommend the book to Master 
students, PhD students and to most people working in the field. 
Anyone who has been using extended Kalman filters in the past 
and is curious to investigate more modern alternatives should find 
this book a rich source of inspiration, in particular thanks to its bril-
liant overview on Gaussian filters. Some may find the text a bit too 
brief, but succinct descriptions certainly also have their advantages 
and I personally find its style very appealing; especially since it is 
still complete in all its arguments and details.

When reviewing a book on such a mature field as nonlinear 
filtering it is inevitable to compare it with existing literature. Some 
of my favorite books on filtering are [6], [7], and [8] that all have 
their pros and cons. All of these three books are actually in some 
ways more suitable for a practitioner than the Bayesian Filtering 
and Smoothing book; [7] contains many chapters that are dedicated 
to various applications, whereas both [6] and [8] provide detailed 
descriptions regarding, e.g., how to tune filters and check their con-
sistency. Perhaps my main reservation regarding Professor Särk-
kä’s new book is that it lacks a chapter on motion and measurement 
models, which are essential components in most filters and nicely 
covered in both [6] and [8]. On the other hand, the topics that are 
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covered in the Bayesian Filtering and Smoothing book are covered 
very nicely and I regard the chapters that deal with Gaussian filter-
ing and smoothing as the most complete and accessible summary 
of those techniques that I have seen.

It is clear to me that most people who work with nonlinear 
filtering would benefit from reading this book and should have 
it in their bookshelf (or on a hard drive) for future references. 
I will personally continue using it in my courses on this topic, 
simply because I think it contains a brilliantly elegant and il-
luminating description of the field.
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